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Overview

Introduction to the overall notion of Sentiment Analysis
° The defintion of sentiment and subjectvity
> The model fo the tasks
o Types of Opinion Mining tasks

Major Approaches to the different tasks
Knowledge and Lexical Resources for OM
Architectural and Technological Issues
Evaluation and Benchmarking Champaign

Neural Approaches to SA
o SA in Twitter



A Web of people and opinions

31.7% of the more than 200 million bloggers worldwide blog
about opinions on products and brands (Universal McCann, July
2009)

71% of all active Internet users read blogs.

2009 Survey of 25,000 Internet users in 50 countries: 70% of
consumers trust opinions posted online by other consumers
(Nielsen Global Online Consumer, 2010).



Social Media & Digital culture

THE SOCIAL PATH TO PURCHASE MOTIVATIONS FOR USING SOCIAL MEDIA
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https://blog.hootsuite.com/twitter-demographics/

“First, they do an on-line search.”



Authority

Does the opinion of one user (e.g. a blogger) actually matter?

“If a tree falls in a forest and no one is around to hear it, does it
make a sound?”

Authority and reputation of users are key factors to understand and account
for their opinions




What is OM?

Opinion Mining or also sentiment analysis is the computational study of
opinions, sentiments and emotions expressed in text

How to model, code and compute the irrational aspects of our affects in an
analytical way ...

It deals with rational models of emotions, rumors and trends within user
communities

... and with the word-of-mouth inside specific domains

It has to integrate objective models of subjective behaviors



What is OM? (2)

Opinion Mining or Sentiment Analysis involve more than one linguistic task

What is the opinion of a text
o Who is author (or opinion holder, OH)

o What is the opinion target (Object)
o What are the features of the Object

o What is the subjective position of the user wrt to the Object or the individual
features

What about the (dynamics of) opinions of large OH communities



Introduction — facts and opinions

Two main types of information on the Web.
° Facts and Opinions

Current search engines search for facts (assume they are true)
° Facts can be expressed with topic keywords.

Search engines should also be able to search for opinions
o Opinions are hard to express with a few keywords

> How do people think of Motorola Cell phones?

o Current search ranking strategy is not appropriate for opinion retrieval/search.

BING LIU, UIC ACL-07 9




Introduction — user generated
content

Word-of-mouth on the Web

° One can express personal experiences and opinions on almost anything, at review
sites, forums, discussion groups, blogs ..., (called the user generated content.)

° They contain valuable information

> Web/global scale

> No longer limited to your circle of friends

° Graph-based models

Focus of this lesson: to mine opinions expressed in the user-generated
content
o An intellectually very challenging problem.

° Practically very useful.

BING LIU, UIC ACL-07 10




Opinion search wu, wes oaa winingbook 200

Can you search for opinions as conveniently as general Web search?

Whenever you need to make a decision, you may want some opinions from
others,
> Wouldn’t it be nice? you can find them on a search system instantly, by issuing
gueries such as
o Opinions: “Samsung cell phones”

o Comparisons: “Samsung vs. Motorola”

Cannot be done yet!

BING LIU, UIC ACL-07 11




Two types of evaluation

Direct Opinions: sentiment expressions on some objects, e.g.,
products, events, topics, persons

o E.g., “the picture quality of this camera is great”

o Subjective

Comparisons: relations expressing similarities or differences of
more than one object. Usually expressing an ordering.
° E.g., “car x is cheaper than cary.”

> Objective or subjective.

BING LIU, UIC ACL-07 12




Opinion Summarization through
Visual Comparlson (Liv et al WWW-2008

= Summary of
reviews of Cell
Bl Phone 1

Voice Screen Battery  Size Weight

= Comparison of +
reviews of — — I
Bl Cell Phone 1 [] I
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Find the opinion of a person on X

In some cases, the general search engine can handle it, i.e., using suitable
keywords.

 Bill Clinton’s opinion on abortion

Reason:
> One person or organization usually has only one opinion on a particular topic.
° The opinion is likely contained in a single document.
° Thus, a good keyword query may be sufficient.

Bing Liu, UIC

ACL-07 14




Find opinions on an object X

We use product reviews as an example:

Searching for opinions in product reviews is different from general Web
search.

° E.g., search for opinions on “HUAWEI Nova 9”

General Web search for a fact: rank pages according to some authority and
relevance scores.

> The user views the first page (if the search is perfect).
o One fact = Multiple facts

Opinion search: rank is desirable, however

> reading only the review ranked at the top is dangerous because it is only the opinion of
one person.

> One opinion # Multiple opinions

BING LIU, UIC ACL-07 15




Search opinions (contd)

Ranking:
> produce two rankings
o Positive opinions and negative opinions
o Some kind of summary of both, e.g., # of each
> QOr, one ranking but

> The top (say 30) reviews should reflect the natural distribution of all reviews
(assume that there is no spam), i.e., with the right balance of positive and
negative reviews.

Questions:
o Should the user reads all the top reviews? OR

> Should the system prepare a summary of the reviews?

Bing Liu, UIC
ACL-07 16




Reviews are similar to surveys

Reviews can be regarded as traditional surveys.
° In traditional survey, returned survey forms are treated as raw data.

o Analysis is performed to summarize the survey results.

> E.g., % against or for a particular issue, etc.

In opinion search,
° Can a summary be produced?

o What should the summary be?

Bing Liu, UIC

ACL-07 1




Features: opinions vs. mentions

People talked a lot about prices than other features. They are quite
positive about price, but not bout maps and software.
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It seems very appealing

but...




Sentiment Analysis is Challenging!

“This past Saturday, | bought a Nokia phone and my girlfriend bought a
Motorola phone with Bluetooth. We called each other when we got home.
The voice on my phone was not so clear, worse than my previous phone.

. My girlfriend was quite happy with her phone. |
wanted a phone with good sound quality. So my purchase was a real
disappointment. | returned the phone yesterday.”

STSC, Hawaii, May 22-23, 2010

Bing Liu



... and corresponds to a very complex process!!

Data/Web
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Opinion

Mining -
\ Sentiment

Recognition -
Classification

Data Gathering _ -
> Objective: to access information relevant to understand user opinions

(Reporting)

o Resources: Individual Profiles, Community sites, blogs

Linguistic Resources Development:
> Objective: to develop linguistic models (as ontologies, dictionaries, embeddings, ...)

o Resources: general-purpose corpora, domain corpora, opinion datasets
o Qutcome: Semantic Lexicons, Subjectivity Lexicons

Sentiment Recognition:
o SubTasks: Subjectivity, Aspect and Polarity Recognition, Opinion Summarization

o Resources: Subjectivity models, Appraisal models, Polarity Models

Opinion Summarization:
o Objective: Summarize opinions across large user communities



B Cartoonbank.com

LT b

“I'd like your bonest, unbiased and possibly

career-ending opinion on something.”



NL vs. Opinions

Although subjectivity seems to preserve across domains and
sublanguages, knowledge about subjectivity (e.qg. affective
lexicons) is not fully portable

° For example, the polarity of some terms change across domains (e.g.
small about laptops vs. TV screen)

These issues trigger a number of inductive tasks

> How to model the uncertainty of lexical information with respect to
subjectivity

> How to validate (or adapt) existing lexicons to newer domains
° How to acquire novel lexical information

° How to support inference according to the above lexical information



Two (closely related) notions

= Subjectivity and emotion.

= Sentence subjectivity: An objective
sentence presents some factual information,
while a subjective sentence expresses some
personal feelings, views, emotions, or beliefs.

= Emotion: Emotions are people’s subjective



Tasks: definitions and models

* Opinion mining — the abstraction

Domain level sentiment classification

Sentence level sentiment analysis

Feature-based sentiment analysis and summarization

Summary

Bing Liu, UIC
ACL-07 48




Opinion mining — the abstraction
(Hu and Liu, KDD-04)

Basic components of an opinion

o Opinion holder: A person or an organization that holds an specific opinion on a
particular object.

o Object: on which an opinion is expressed
o Opinion: a view, attitude, or appraisal on an object from an opinion holder.

Objectives of opinion mining: many ...

We use consumer reviews of products to develop the ideas. Other
opinionated contexts are similar.

BING LIU, UIC ACL-07 27




Object/entity

Definition (object): An object O is an entity which can be a
product, person, event, organization, or topic. O is represented
as a tree or taxonomy of components (or parts), sub-
components, and so on.

o Each node represents a component and is associated with a set of
attributes.

> O is the root node (which also has a set of attributes)

An opinion can be expressed on any node or attribute of the
node.

To simplify our discussion, we use “features” to represent both
components and attributes.
o The term “feature” should be understood in a broad sense,
° Product feature, topic or sub-topic, event or sub-event, etc

Note: the object O itself is also a feature.

BING LIU, UIC ACL-07

28




A model of a review

An object is represented with a finite set of features,

F = {fll f21 ey fn}
> Each feature f; in F can be expressed with a finite set of words or phrases
W, which are synonyms.

That is to say: we have a set of corresponding synonym sets W = {W, W,, ...,
W, } for the features.

Model of a review: An opinion holder j comments on a subset of the
features S, F of an object O.

° For each feature f, € 5; that j comments on, he/she
> chooses a word or phrase from W/ to describe the feature, and
° expresses a positive, negative or neutral opinion on f,.

BING LIU, UIC ACL-07 29




Opinion mining tasks

At the document (or review) level:
Task: sentiment classification of reviews
o Classes: positive, negative, and neutral

o Assumption: each document (or review) focuses on a single object O (not true in
many discussion posts) and contains opinion from a single opinion holder.

At the sentence level:
Task 1: identifying subjective/opinionated sentences
o Classes: objective and subjective (opinionated)
Task 2: sentiment classification of sentences
o Classes: positive, negative and neutral.
o Assumption: a sentence contains only one opinion
° not true in Mmany cases.
> Then we can also consider clauses.

BING LIU, UIC ACL-07 30




Opinion mining tasks (contd)

At the feature level:

Task 1: Identifying and extracting object features that have been commented
on in each review.

Task 2: Determining whether the opinions on the features are positive,
negative or neutral in the review.

Task 3: Grouping feature synonyms.

° Produce a feature-based opinion summary of multiple reviews (more on
this later).

Opinion holders: identify holders is also useful, e.g., in news articles, etc,
but they are usually known in user generated content, i.e., the authors of
the posts.

BING LIU, UIC ACL-07 31




More at the feature level

F: the set of features

W: synonyms of each feature

Problem 1: Both F and W are unknown.
> We need to perform all three tasks:

Problem 2: F is known but W is unknown.

o All three tasks are needed. Task 3 is easier. It becomes the problem of
matching discovered features with the set of given features F.

Problem 3: W is known (F is known too).
° Only task 2 is needed.

BING LIU, UIC ACL-07 32




Opinion Ontologies




Tasks: definitions and models

Opinion mining — the abstraction

* Document level sentiment classification
Sentence level sentiment analysis

Feature-based sentiment analysis and summarization

Summary

BING LIU, UIC ACL-07 34




Sentiment classification

Classify documents (e.g., reviews) based on the overall sentiments
expressed by authors,
° Positive, negative, and (possibly) neutral

> Since in our model an object O itself is also a feature, then sentiment classification
essentially determines the opinion expressed on O in each document (e.g., review).

Similar but not identical to topic-based text classification.
° In topic-based text classification, topic words are important.

> In sentiment classification, sentiment words are more important, e.g., great,
excellent, horrible, bad, worst, etc.

BING LIU, UIC ACL-07 35




Unsupervised review classification
(Turney, ACL-02)

Data: reviews from epinions.com on
o automobiles,
> banks,

° movies,
o travel destinations.

The approach: Three steps

Step 1: Feature Extaction
o Part-of-speech tagging
o Extracting two consecutive words (two-word phrases) from reviews if their tags
conform to some given patterns, e.g., (1) JJ, (2) NN.

BING LIU, UIC ACL-07 36




Step 2: Estimate the semantic
orientation of the extracted phrases

Step 2: Estimate the semantic orientation of the extracted phrases
o Use Pointwise mutual information

PMI(word,,word,) = Iogz( P(word, A word,) )

P(word,)P(word,)
° Semantic orientation (SO):

SO(phrase) = PMl(phrase, “excellent”) - PMl(phrase, “poor”

o Using AltaVista for estimation

> Search to find the number of hits in the indexed Web pages to compute PMI and SO
° The “near” operator is applied to constraint the search

BING LIU, UIC ACL-07 37




Step 2: Estimate the semanti

orientation of the extracted

C

ohrases

Estimate the Pointwise Mutual Information
for Semantic orientation (SO):

SO(phrase) = PMl(phrase, “excellent”)
- PMlI(phrase, “poor”)

hits(phrase NEAr “excellent”) hits(“poor”)

SO(phrase) = log,

hits(phrase NEAR “poor”) hits(“excellent”)

Bing Liu, UIC

ACL-07 o8




Step 3: Estimate the SO of the
entire text by averaging

Step 3: Compute the average SO of all phrases

Classify the review as
o recommended if average SO is positive,

o not recommended otherwise.

Final classification accuracy:
o automobiles - 84%
> banks - 80%
° movies - 65.83
° travel destinations - 70.53%

BING LIU, UIC ACL-07 39




Sentiment classification using supervised machine
learning methods (panget al, EMNLP-02)

The paper applied several machine learning techniques to
classify movie reviews into positive and negative.

Three classification techniques were tried:
> Naive Bayes

(o]

> Support vector machine

Pre-processing settings: negation tag, unigram (single words),
bigram, POS tag, position.

SVM: the best accuracy 83% (unigram)

More recent approaches apply Convolutional Neural
networks and LSTMs, improvement is significant (+5-10%)

Bing Liu, UIC
ACL-07

40



Tasks: definitions and models

Opinion mining — the abstraction

Document level sentiment classification
* Sentence level sentiment analysis
Feature-based sentiment analysis and summarization

Summary

Bing Liu, UIC

ACL-07 4t




Sentence-level sentiment
analysis

Document-level sentiment classification is too coarse for most
applications.

Let us move to the sentence level.

Much of the work on sentence level sentiment analysis focus on
identifying subjective sentences in news articles.

o Classification: objective and subjective.

o All techniques use some forms of machine learning.

o E.g., using a naive Bayesian classifier with a set of data features/attributes
extracted from training sentences (Wiebe et al. ACL-99).

Bing Liu, UIC
ACL-07 42




SENTIMENT ANALYSIS

£

- -
"

NEGATIVE NEUTRAL POSITIVE

Totally dissatisfied with the Good Job but | will expect a Brilliant effort guys! Loved
service, Worst customer lot more in future. Your Work.
care ever,




Let us go further?

Sentiment classifications at both document and sentence (or clause) level
are useful, but
° They do not find what the opinion holder liked and disliked.

A negative sentiment on an object
o does not mean that the opinion holder dislikes everything about the object.

A positive sentiment on an object
o does not mean that the opinion holder likes everything about the object.

We need to go to the feature level.

BING LIU, UIC ACL-07 44




But before we go further

Many approaches to opinion, sentiment, and subjectivity analysis rely on
lexicons of words that may be used to express subjectivity.

(1) He 1s a disease to every team he has gone to.
Converting to SMF 1s a headache.
The concert left me cold.
That guy 1s such a pain.

(2) Early symptoms of the disease include severe
headaches, red eyes, fevers and cold chills, body
pain, and vomiting.




But before we go further

Let us discuss Opinion Words or Phrases (also called polar words,
opinion bearing words, etc). E.g.,

o Positive: beautiful, wonderful, good, amazing,

> Negative: bad, poor, terrible, cost someone an arm and a leg (idiom).

They are instrumental for opinion mining (obviously)

Three main ways to compile such a list:
> Manual approach: not a bad idea, only an one-time effort

o Corpus-based approaches
° Dictionary-based approaches

Important to note:
> Some opinion words are context independent.

> Some are context dependent.

Bing Liu, UIC 16

ACL-07



Sentiment (or opinion) lexicons

= Sentiment lexicon: lists of words and expressions
used to express people’s subjective feelings and
sentiments/opinions.

2 Not just individual words, but also phrases and idioms,
e.g., ‘cost an arm and a leg”

= There seems to be endless variety of sentiment
bearing expressions.
2 We have compiled more than 6,700 individual words.
o There are also a large number of phrases.



Affective Lexicons

They have been extensively used in the field either for lexicon-based
approaches or in machine-learning solutions

o Additional features

o Bootstrapping: unsupervised solutions (see previous)
Can be created manually, automatically or semi-automatically
Can be domain-dependent or independent

A lot of them are already available:
° Manual
o LIWC: Linguistic Inquiry and Word Count [10]
o ANEW: Affective norms for English words [11]
o Automatic:
o WordNet-Affect [9]
o SentiWordNet [31] ...



LIWC: Linguistic Inquiry and
Word Count (https://liwc.wpengine.com/)
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V: Pleasantry
A: Intensity

The VAD model D: Control

Core Dimensions of Connotative Meaning

Influential factor analysis studies (Osgood ef al., 1957; Russell, 1980, 2003) arousal
have shown that the three most important, largely independent,

dimensions of word meaning:

» valence (V): positive/pleasure — negative/displeasure :
valence

» arousal (A): active/stimulated — sluggish/bored

« dominance (D): powerful/strong — powerless/weak

dominance

Thus, when comparing the meanings of two words,
we can compare their V, A, D scores. For example:

» banquet indicates more positiveness than funeral
* nervous indicates more arousal than /azy
* queen indicates more dominance than delicate



VAD lexicons: examples of entries

Dimension Word Scoret Word Score)
valence love 1.000 toxic 0.008
happy 1.000  nightmare  0.005
happily 1.000  shit 0.000
arousal abduction  0.990  mellow 0.069
exorcism 0.980 siesta 0.046
homicide 0.973  napping 0.046
dominance powerful 0.991  empty 0.081
leadership 0983  frail 0.069
success 0.981 weak 0.045




ANEW: Affective norms for
English words

Description

abduction
abortion
absurd
abundance
abuse
acceptance
accident
ace

ache
achievement
activate
addict
addicted
admired
adorable
adult
advantage
adventure
affection
afraid

Word
No.

621
622
623
624
1
625
2
626
627
3
4
581
628
5
6
546
629
630
7
8

Valence
Mean(SD)

7.98 (1.42)
2.05 (1.19)
6.88 (1.93)
2.46 (1.52)
7.89 (1.38)
5.46 (0.98)
2.48 (2.08)
2.51 (1.42)
7.74 (1.84)
7.81 (1.24)
6.49 (1. 50)
6.95

Arousal
Mean(SD)

5.53 (2.43)
5.39 (2.80)
4.36 (2.20)
5.51 (2.63)
6.83 (2.70)
5.40 (2.70)
6.26 (2.87)
5.50 (2.66)
.00 (2.45)
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Dominance
Mean (SD)

3.49 (2.38)
4.59 (2.54)
4.73 (1.72)
5.80 (2.16)
3.69 (2.94)
6.64 (1.91)
3?’6 (2. 22)
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The multidimensional view
on emotions

Bradley & Lang, 1999

=t
3
w
O
2 .
o o B
o :“%
- [1=]
4 ooy 8d
e e "o«
l.‘.él-d:n a
3 cafay o
Y| =5 "h o
Fre toyn ),
« n" mOe,
21 Hl' gt .
0" 0u
LR
M - e ‘Iu
1 T
1 2 3 4 5 G 7 g 9

Arousal




Corpus-based approaches

Rely on syntactic or co-occurrence patterns in large corpuses.
(Hazivassiloglou and McKeown, ACL-97; Turney, ACL-02; Yu and
Hazivassiloglou, EMNLP-03; Kanayama and Nasukawa, EMNLP-06; Ding and
Liu, 2007)

o Can find domain (not context) dependent orientations (positive, negative, or
neutral).

(Turney, ACL-02) and (Yu and Hazivassiloglou, EMNLP-03) are similar.

> Assign opinion orientations (polarities) to words/phrases.
° (Yu and Hazivassiloglou, EMNLP-03) is different from (Turney, ACL-02) in that

o using more seed words (rather than two) and using log-likelihood ratio (rather than PMI).

BING LIU, UIC ACL-07 54




Corpus-based approaches
(contd)

Use constraints (or conventions) on connectives to identify opinion words
(Hazivassiloglou and McKeown, ACL-97; Kanayama and Nasukawa, EMNLP-06;
Ding and Liu, SIGIR-07). E.g.,
o Conjunction: conjoined adjectives usually have the same orientation
(Hazivassiloglou and McKeown, ACL-97).

o E.g., “This car is beautiful and spacious.” (conjunction)
> AND, OR, BUT, EITHER-OR, and NEITHER-NOR have similar constraints

Learning using
° log-linear model: determine if two conjoined adjectives are of the same or
different orientations.

o Clustering: produce two sets of words: positive and negative

Corpus: 21 million word 1987 Wall Street Journal corpus.
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Corpus-based approaches — A LSA Example

Wordspace viewer - C\Applications\wordspace_viewer\wac_w3_f200_d10000_downcase-L5A_d100.bd =]

seryire:  v$$0.729

eccellente:  j$$0.707 gran::j$$0.710

ottimo:: j$$0.802

tutto:: pro$$0. 7332
buono: n$%0. 761

facile:: j$%0.703

discreto: j$$0.764

gualche:;j$$0.703

buon:: j$%0.881

meglio: r$$0.717
= i giusto::j$$0.758

naturalmente:  r&&0. 727
sempre:  r$$0.718

sicuro;; j$$0.708
tanto:  con$$0. 704

sicuramente: : rE%0.702 migliore:: j$$0.749

perfetto: j$$0.715

oz TR N H &




Corpus-based approaches — A LSA Example

E Wordspace viewer - CAApplications\wordspace_viewer\wac_w3_f200_d10000_downcase-15A_d100.txt

e p——— :j$$ol?‘.\:rom|tevole: 1%30.745

rivoltante:: j$50.801
schifoso: n$s0. 793

raccapricciante: : i$$0.771
orrendo: : j$$0.791

sgradevole:: j$$0.754 _ arribile: 550,770

ripugnante; : j$$0.857

insopportabile:: j$$0.730
- . spregevole:: j$$0.745
_ 0sceno:  J$F0.745
insensato: J$%y. / /4 odioso: {50,750

disurmano: : j$40. 729

geksiles 110 Tr;qnualiﬁcabile: %0, 726
Umiliante::j$$0.750

inumana:: j$$0.729

oz NETTE

L] 1




Dictionary-based approaches

Typically use WordNet’s synsets and hierarchies to acquire
opinion words
o Start with a small seed set of opinion words

o Use the set to search for synonyms and antonyms in WordNet (Hu and Liu, KDD-04;
Kim and Hovy, COLING-04).

° Manual inspection may be used afterward.

Use additional information (e.g., glosses) from WordNet
(Andreevskaia and Bergler, EACL-06) and learning (Esuli and
Sebastiani, CIKM-05).

Weakness of the approach: Do not find domain and/or context
dependent opinion words, e.g., small, long, fast.
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Who does lexicon development ?

Humans ﬁ
@
Semi-automatic b’i =
W, L
TR

C—~_

-
Fully automatic ﬂ@

EUROLAN JULY 30, 2007 69




What?

Find relevant words, phrases, patterns that can be used to
express subjectivity

Determine the polarity of subjective expressions

EUROLAN JULY 30, 2007



Words

Adjectives (e.g. Hatzivassiloglou & McKeown 1997, Wiebe 2000, Kamps & Marx
2002, Andreevskaia & Bergler 2006)

° positive

o negative: harmful hypocritical inefficient insecure
° |t was a macabre and hypocritical circus.
> Why are they being so inefficient ?
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Words

Adjectives (e.g. Hatzivassiloglou & McKeown 1997, Wiebe 2000, Kamps & Marx
2002, Andreevskaia & Bergler 2006)

° positive

° negative

> Subjective (but not positive or negative sentiment): curious, peculiar, odd,
likely, probable
> He spoke of Sue as his probable successor.

> The two species are likely to flower at different times.
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Words

Other parts of speech (e.g. Turney & Littman 2003, Riloff, Wiebe & Wilson
2003, Esuli & Sebastiani 2006)

° Verbs
° positive: praise, love
° negative: blame, criticize
° subjective: predict

> Nouns
° positive: pleasure, enjoyment
° negative: pain, criticism
o subjective: prediction, feeling

EUROLAN JULY 30, 2007



Attitude Intensity

Table 6.2: Measures of intensity for different attitude types.

Attitude Type

Measure of Intensity

Example

Fositive Sentiment
Megative Sentiment
Positive Agresment
Megative Agreement
Positive Arouing
Megative Arguing
Fositive Intention
Megative intention
Bpeculation

degree of positiveness

degree of negativeness

degree of agresment

degree of disagreement

degree of certainty /strength of belief
degree of certainty /strength of belief
degree of determination

degree of determination

degree of likelihood

like < lowe

crificize < excoriale

mostly agres < agree

mostly disagree <. completely disagree
crifical < absolutely cridical

showld not < really should not
promise < promise with all my heart
no infenfion < absolutely no imitention
might win < really might win




Bootstrapping by pattern acquisition
[Riloff & Wiebe 2003]

- ——

o T
e . *1
':x TUnannetated Text Collection )

e -

—

} urlabelad sentences

subjective patterns
i e e e b 1
High—Precision Subjective '
.‘-"'-’.-ff Sentence Classifier (HP—Subj) subjective sentences .
——— :
e N I
[ Enown Subjective ) unlabeled sentences '
RH"L ocabulary ,,a-f ¥ :
e High—Precision Objective - Extraction Pattern g — — — === — \
Sentence Classifier (HP-Oby) | objective sentences Leamer '
' E subjective
1 subjective patterns | sentences
1 1
1 ]
unlabeled sentences T '
o | Pattern—based Subjective | _________ :
Sentence Classifier

I Figure 1: Bootstrapping Process l



Bing Liu’s Opinion Lexicon

Minging Hu and Bing Liu. Mining and Summarizing Customer
Reviews. ACM SIGKDD-2004.

® http://www.cs.uic.edu/~liub/FBS/opinion-lexicon-English.rar

® 6786 words

m 2006 positive

® . abound, abounds, abundance, abundant, accessable, accessible, acclaim,
acclaimed, acclamation, accolade, accolades, accommodative, accomodative,
accomplish, accomplished, accomplishment, accomplishments, accurate, ...

m 4783 negative
® .., abnormal, abolish, abominable, abominably, abominate, abomination,
abort, aborted, aborts, abrade, abrasive, ...


http://www.cs.uic.edu/~liub/FBS/opinion-lexicon-English.rar

OM resources: SentiWordnet

SentiWN (Sebastiani & Esuli, 2008)

<€— PN polarity —» Noun

Positive Subjective Negative 3 senses found.

AV \ VAVAVAY g00d(2) goodness(2)
NN o moral excellence or admirableness; "there
L Sl
% 4 Term Sense P=0875.N=0,0=0.125
\ -4 Position ;

< SO polarity =

\/
/

v good(1}
Objective

benefit; "for your own good"; "what's the §

oodness(1) good(3)

that which is good or valuable or useful; "
self-realization"

P=0T73,N=0,0=025




Sentiwordnet

W& SentiWordNet - Mozilla Fire e ——

File Modifica Visualizza Cronologia Segnalibri Strumenti  Aiuto

< - [ ™ |&,| http://sentiwordnet.isti.cnr.it/search -

Floooge O] B - Semi-automatic approach to

UtiliLinks ~  Pid visitati~ 77 Corso: Basi di dati ';'Gruppi [ Posta = Benvenuto a H...

F--- [@ Tesce Finde...:: (B) Opinion mi... ! [ Inquirer Ho... ! [ didattica.ht... |&_-|Senti... ad ">|E| the deSign
disgusting A SNA methOdS applied tO

| ADJECTIVE lexical semantics (Sebastani
yucky#1  wicked#5  skanky#1 revolting®#l repelling#1 | & ESUIi, 2008)
|

repellent#2 repellant#2 loathsome#2 loathly#1 foul#1
distasteful#2 disgusting#1 disgustful#1

o PageRank over word senses

01625893

highly offensive; arousing aversion or disgust; "a disgusting smell";
p:0.25 0: 0 N: 0,75 distasteful language”; "a loathsome disease”; "the idea of eating
meat is repellent to me"; "revolting food"; "a wicked stench” |

2010 © SentiWordNet Index - Contact us




Creating a

‘ective lexicons: using WordNet

WordNet: A lexical database for the English language,

that provides

various semantic relations between tokens (e.g., synonyms,

antonyms)

Can be used to classify positive/negative tokens, based on distance

from seed words

ing P DL
wat|worthy : : $t{striking =
d WAFTN jofec] B plentiful o=
B T o
unmized " weighty e Cragay
Undivided 7
. - : ad food
£ UN3] vicle e prominent 2 & recarious
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uncut n e _ dishonest
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innovative nice . broken-down
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decent - T = perverse twisted
= ticly skillful it faulty
Yeracious Slte well U 3p0l deceitful
suited gaodish unspoiled risky perverted
authentic upright speculative bedraggled [ ——120stinate
hil ic ood bi bad o
matured — - Svesta) B o : L] heavy . defective fallacious contrary
guileless uncorrupted r;spectahlet spoiled unstable SR
TOCErH ; ti[safe unzsound niotional
: le
undefiled N irein d unfit dishonourable guizzical
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ious standin i
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unconditioned|  [ige—eyed 28 {wicked turgid | £ e unregenerate Image taken from [ ]
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NCSR Lexicon (Mohammad & Turney, 2013)

Saif Mohammad and Peter D. Turney. 2013. Crowd- sourcing a word-emotion
association lexicon. Computational Intelligence, 29(3):436—465.

Term positive |negative anticipation | disgust j sadness | surprise

agitated 0 1 1 0 0 0 0 0 0 0
agitation 0 1 1 0 0 0 0 0 0 0
agnostic 0 0 0 0 0 0 0 0 0 0
ago 0 0 0 0 0 0 0 0 0 0
agonizing 0 1 0 0 0 1 0 0 0 0
agony 0 1 1 0 0 1 0 1 0 0
agree 1 0 0 0 0 0 0 0 0 0
agreeable 1 0 0 0 0 1] 0 0 0 1
agreed 1 0 0 0 0 1] 0 0 0 1
agreeing 1 0 0 0 0 0 0 0 0 1
agreement 1 0 0 0 0 0 0 0 0 1
agricultural 0 0 0 0 0 1] 0 0 0 0
agriculture 1 0 0 0 0 1] 0 0 0 0
aground 0 1 0 0 0 1] 0 0 0 0
agua 0 0 0 0 0 0 0 0 0 0
ahead 1 0 0 0 0 0 0 0 0 0
aid 1 0 0 0 0 0 0 0 0 0
aiding 1 0 0 0 0 0 0 0 0 0




Plutchik's Wheel of Emotions

[rwo-dimensional creumplex model]

[hvee-dmensiona clrcumplex modal|

Ficure 1. Plutchik’s wheel of emotions. Similar emotions are placed next to each other. Contrasting
emotions are placed diametrically opposite to each other. Radius indicates intensity. White spaces
in between the basic emotions represent primary dyads—complex emotions that are combinations
of adjacent basic emotions. (The image file is taken from Wikimedia Commons.)




asks: definitions and models

Opinion mining — the abstraction
Document level sentiment classification
Sentence level sentiment analysis
* Feature-based sentiment analysis and summarization

Summary

Bing Liu, UIC

ACL-07 56




The tasks

Recall the three tasks in our model.

Task 1: Extracting object features (aspects) that have been commented on in
each review.

Task 2: Determining whether the opinions on the features are positive,
negative or neutral.

Task 3: Grouping feature synonyms.
° Summary

Task 2 may not be needed depending on the format of reviews.
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Different review format

Format 1 - Pros, Cons and detailed review: The reviewer is asked
to describe Pros and Cons separately and also write a detailed
review. Epinions.com uses this format.

Format 2 - Pros and Cons: The reviewer is asked to describe Pros
and Cons separately. C|net.com used to use this format.

Format 3 - free format: The reviewer can write freely, i.e., no
separation of Pros and Cons. Amazon.com uses this format.
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Format 1

My SLR is on the shelf
by camerafund. Aug 09 ‘04

Pros: Great photos, easy to use, very small
Cons: Battery usage; included memory is stingy.

Format 2

User  "ltis a great digitbal still
rating  camera for this century™

peqi?ct September 1, 2004

| had never used a digital camera prior to purchasing th out of 10

have always used a SLR ... Read the full review

Format 3

GREAT Camera., Jun 3, 2004
Reviewer: jpricel74 from Atlanta, Ga.

| did a lot of research last year before | bought
this camera... It kinda hurt to leave behind my
beloved nikon 35mm SLR, but | was going to Italy,
and | needed something smaller, and digital.

The pictures coming out of this camera are
amazing. The 'auto' feature takes great pictures
most of the time. And with digital, you're not
wasting film if the picture doesn't come out.

Pros:

It's small in size, and the rotatable lens
is great. It's very easy to use, and has
fast response from the shutter. The
LCD has increased from 1.5into 1.8,
which gives bigger view. It has lots of
modes to choose from in order to take
better pictures.

Cons:

It almost has no cons, it would be better
if the LCD is bigger and it's going to be
best if the model is designedto a
smaller size.
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Architectural and
Technological Issues




SA as Text Classification:
Supervised/unsupervised

= Supervised learning methods are the most commonly used one, yet also
some unsupervised methods have been successfully.

= Unsupervised methods rely on the shared and recurrent characteristics of
the sentiment dimension across topics to perform classification by means of
hand-made heuristics and simple language models.

= Supervised methods rely on a training set of labeled examples that describe
the correct classification label to be assigned to a number of documents.

= A learning algorithm then exploits the examples to model a general
classification function.



NEGATE = {"oint™, ™arent”, Tconnot™, "cant™, “couldn
“"ain‘t™, "oren’'t", “can't", “couldn‘t™, "doren‘t",
“dont", “hodnt", "hasnt", “hovent", "isnt", "mightn

“don't", "hodn't", "hasn't®, "haven't”, "isn't"; "m

“neednt®, “needn’t®, “never®; "none”, *nope”, "nor"
“oughtnt®, “shant™, "shouldnt", “whoh", “wasnt", "w

“oughtn®t", “shan"t", "shouldn®t®, "uh-uk"; "wssn't

"without”, "wont", "wouldnt®, "won't", "wouldn't",

VADER (Valence Aware Dictionary for sEntiment o Bkt Pistan< Fraes ) or Seeroe pAoges
Reasoning)uses d Cu rated |eXiC0n derived frOm We” ¢ http://en.wiktlonary. org/wikt/Category:English deg
known sentiment lexicons that assigns a S00STER_DICT - \

{“absclutsly”: B_IMCR, “amazingly”™: B_INCR, "awfully

positivity/negativity score to 7k+ words/emoticons. “decidedly”t B_INCR, "desply”: B_INCR, “eTfing’: B

“"entirely™: B_INCR, “especially": B_INCR, "exceptio

“fabulously": B_IMCR, "flipping"™: B_INCR, "flippin"

It also uses a number of hand-written pattern T e e
matching rules (e.g., negation, intensifiers) to modify ~ seesy Btk thetlas Saneh, “ignn: EIN

"intensely”: B_INCR, "wajorly": B_INCR, "more": B_1

the contribution of the original word scores to the “purely”s BINCR, "quite": BINCR, “really”: B_INGR

. "so": B_INCR, "substantially™: B_INCR,
overall sentiment of text. thoradehly™e BINCR; PEtally®s B.INCR, “tranndon
“vber": B_INCR, "wnbelievably": B_INCR, "unusuolly"
“very': B_INCR,

Reference paper: Hutto and Gilbert. VADER: A o e e
Parsimonious Rule-based Model for Sentiment Analysis of “kind of: B DECR, “kinda": B_DECR, "kindaf": B DEC

. i "less": B DECR, "little": B DECR, "marginally”: B D
SOCIGI MEdIG Text. ICWSM 2014- "scarcely": B DECR, “slightly": B DECR, "somewhat":

"sort of": B DECR, "sorta": B DECR, "sortof™! B DEC

VADER is integrated into NLTK

& checkh for speclal case idioms using o sentiment-Lo

SPECIAL CASE_IDIOMS = {"the shit": 3, "the bomb": 3,

“cut the mustard™: 2, "kiss of


https://ojs.aaai.org/index.php/ICWSM/article/view/14550

The supervised classification
pipeline

The elements of a classification pipeline are:

1. Tokenization
2.  Feature extraction
3. Feature selection
4.  Weighting

5 Learning

Steps from 1 to 4 define the feature space and how text is converted into
vectors.

Step 5 creates the classification model.



SwissCheese at SemEval 2016

S
: \

-’I:y/

"]
Sentence Matrix Convolutional pooled Convolutional pooled Hidden Softmax
Feature Map repr. Feature Map repr. Layer
X i I{d‘-n C, € R™ AL TR Cop o T % C, € B™ w () =R+ 1) Cpz € sl X € m-m:

Three-stage procedure:

1. Creation of word embeddings for initialization of the first layer. Word2vec
on an unlabelled corpus of 200M tweets.

2. Distant supervised phase, where the network weights and word
embeddings are trained to capture aspects related to sentiment.
Emoticons used to infer the polarity of a balanced set of 90M tweets.

3. Supervised phase, where the network is trained on the provided
supervised training data.



USE CASES

COVID study (2020): https://mdpi-res.com/d attachment/applsci/applsci-12-
03709/article deploy/applsci-12-03709.pdf?version=1649318517

SURVEY on DNNs for SA (2020):
https://arxiv.org/ftp/arxiv/papers/2006/2006.03541.pdf

Brand Reputation: Opinion Mining for Brand Reputation: a use
case vl1.l.pptx



https://mdpi-res.com/d_attachment/applsci/applsci-12-03709/article_deploy/applsci-12-03709.pdf?version=1649318517
https://arxiv.org/ftp/arxiv/papers/2006/2006.03541.pdf
Opinion_Mining_Rbas_from_the_ENEL_case_v1.1.pptx

OM: Technological directions

Open Issues:

o Adaptivity: semi-supervised models, aka Few Shot Learning
> For the affective lexicon acquisition (e.g. Li et al., ACL 2009)
> For the representation (encoding) of target texts
o For generalizing resource across languages and domains (MultiTask learning)

° Fine-grained OM through
> Neural nets (e.g. (Kim, 2014)

> Social Dynamics through
o Complex architectures
° Models of Social profiles and comunications



Benchmarking SA




Recent Benchamrks on
Twitter Sentiment Analysis

ACL SemEval champaigns:
o Example 2014, Task 4: https://alt.qcri.org/semeval2014/task4/

Evallta champaigns: 1o (9% 20
o Example, 2016, ABSITA: http://sag.art. unlromaz |t/ab5|ta/



https://alt.qcri.org/semeval2014/task4/
http://sag.art.uniroma2.it/absita/

Evallta 2023

(https://www.evalita.it/campaigns/evalita-2023/tasks/)

R—— I ——
———

* EMit — Categorical Emotion
Detection in Italian Social Media
(O. Araque, S. Frenda, D. Nozza, V.
Patti, R. Sprugnoli)

*  EmotivITA — Dimensional and
Multi-dimensional emotion analysis
(G. Gafa, F. Cutugno, M. Venuti)



https://www.evalita.it/campaigns/evalita-2023/tasks/
https://di.unito.it/emit23
https://sites.google.com/view/emotivita

Emotivita (2023)

What, why
and how

EmotivITA includes two tasks, both constraint and unconstraint. In proposing these tasks, we aim to promote
dimensional emotion analysis, a problem who has received increasing attention within the field of sentiment
analysis in the English-speaking community, but not yet so among the Italian speakers.

= Task A: Dimensional emotion regression
Prediction of Valence, Arousal and Dominance values based on a set of Italian sentences and

annotations, using only the target annotated dimension for training.
= Task B. Multi-dimensional emotion regression

Prediction of Valence, Arousal and Dominance values based on a set of I[talian sentences and
annotations, using all mentioned dimensions for training (so to exploit possible correlations within

them, see below).




Emit (2023)

task description

EMit is organized according to two subtasks, both designed as multilabel classification problems:

» Task A: Categorial Emotion Detection (required): given a text, the system decides the emotions expressed in it or
the absence of emotions. In other words, the text could be classified as neutral, or expressing one or more of the 8
basic emotions defined by Plutchik [8] (anger, anticipation, disqust, fear, joy, sadness, surprise, trust) plus the
additional emotion “love” that is one of the primary dyads in the Plutchik’s wheel of emotions.

» Task B: Target Detection (optional): given a text, the system decides what is the target addressed by the author of

the text. The text could be classified as addressing the topic, or the direction, or both or neither.




Further References

Bo Pang and Lillian Lee. 2008. Opinion Mining and Sentiment Analysis.
Found. Trends Inf. Retr. 2, 1-2 (January 2008), 1-135.
DOI=http://dx.doi.org/10.1561/1500000011

Social Media Analytics R. Lawrence, P. Melville, C. Perlich, V.Sindhwani,
E.Meliksetian, P.Hsueh, Y. Liu Operations Research/Management Science
Today, Feburary 2010

Bing Liu, Sentiment Analysis and Subjectivity, Handbook of Natural Language
Processing, Second Edition, (editors: N. Indurkhya and F. J. Damerau), 2011



http://www.cs.cornell.edu/home/llee/omsa/omsa-published.pdf
https://www.cs.uic.edu/~liub/FBS/SentimentAnalysis-and-OpinionMining.html

An Example Use case

See slides on «SA on Twitter at Semeval 2013 »

More information in:

“Injecting sentiment information in context-aware convolutional neural
networks” (Croce et Al, 2016), SocialNLP 2016 Proceedings, IJCAl 2016, New
York. URL: https://sites.google.com/site/socialnlp2016/ .



004_1_SA_over_Twitter.pdf
https://sites.google.com/site/socialnlp2016/
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