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A survey of the Baum-Welch method

The learning Problem

Given a HMM λ = (E,T,π) and an observation history
Z = (z1,z2, ...,zt), and a new HMM λ ′ = (E′,T ′,π ′) that
explains the observations at least as well, or possibly better, i.e.,
such that Pr[Z|λ ′]≥ Pr[Z|λ ] .

Ideally, we would like to find the model that maximizes
Pr[Z|λ ]; however, this is in general an intractable problem.
We will be satisfied with an algorithm that converges to
local maxima of such probability.
Notice that in order for learning to be effective, we need
lots of data, i.e., many, long observation histories!
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The Baum-Welch estimation as a EM process

Baum-Welch re-estimation: the idea
Baum-Welch reestimatio is also called the Forward-Backward
algorithm It is special case of the Expectation Maximization
(EM) algorithm

1 Start with initial probability estimates
2 Compute expectations of how often each

transition/emission is used
3 Re-estimate the probabilities based on those expectations

...and repeat until convergence
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The forward backward probabilities
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Baum-Welch: Forward and Backward
probabilities

Forward probabilities (DEF):

αk(s) = Pr[o1, ....,ok,xk = s|λ ]

Recursively
αk+1(q) = ∑

s∈S
αk(s)asqbq(ok+1) (with α1(q)) = πq)

Backward probabilities (DEF):

βk(s) = Pr[ok, ....,ot|xk = s,λ ]

Recursively:
βk(s) = ∑

q∈S
asqbq(ok+1)βk+1(q)
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Baum-Welch: Expectation of (state) counts

Let us define: γk(s) = Pr[Xk = s|Z,λ ]
We already know how to compute this, e.g., using
smoothing:

γk(s) =
αk(s)βk(s)
Pr[Xk|Z,λ ] =

αk(s)βk(s)
∑q∈S αk(q)

New concept: how many times is the state trajectory
expected to transition from state s?
E[# of transitions from s] = ∑

t−1
k=1 γk(s)
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Baum-Welch: Expectation of (transitions) counts

In much the same vein, let us define
ξk(q,s) = Pr[Xk = q,Xk+1 = s|Z,λ ] (i.e., ξk(q,s) is the
probability of being at state q at time k, and at state s at
time k+1, given the observations and the current HMM
model)

We have that ξk(q,s) = ηkαk(q)Tq,sEs,ok+1βk+1(s) where
ηk is a normalization factor, such that ∑q,s ξk(q,s) = 1.
New concept: how many times is the state trajectory
expected to transition from state q to state s?
E[# of transitions from q to s] = ∑

t−1
k=1 ξk(q,s)
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Baum-Welch algorithm

Based on the probability estimates and expectations
computed so far, using the original HMM model
λ = (E,T,π), we can construct a new model λ̂ = (Ê, T̂, π̂)
(notice that the two models share the states and
observations):
The new initial condition distribution is the one obtained
by smoothing: π̂s = γ1(s)
The entries of the new transition matrix can be obtained as
follows:
T̂q,s =

E[# of transitions from q to s]
E[# of transitions from q] =

∑
t−1
k=1 ξk(q,s)

∑
t−1
k=1 γk(q)

= P̂(q → s|q)
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Baum-Welch algorithm

The entries of the new emission matrix can be obtained as
follows:
Ês,o(= b̂s(o)) =

E[# of times in state s, when the observation was o]
E[# of times in state s] =

=
∑

t
k=1 γk(s)1(zk=o)

∑
t
k=1 γk(s)

= P̂(o|s)

In this way, new estimated version for Ê, T̂ and π̂ are
available:
They correspond to a new model λ̂ = (Ê, T̂, π̂)
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Baum-Welch as an EM iterative model refinement

E-step (expectaton)

∑
t
k=1 γk(i) = expected number of transitions involving qi

∑
t−1
k=1 ξk(i, j) = expected number of transitions from qi to qj

M-step (Likelyhood Maximimization)
We can re-estimate parameters by ratio of expected counts

âi,j =
∑

t−1
k=1 ξk(i,j)

∑
t−1
k=1 γk(j)

b̂i(o) =
∑

t−1
k=1 γk(i)·1(zk=o)

∑
t−1
k=1 γk(i)



Overview Parameter Estimation by the Baum-Welch method References

Baum-Welch: an example on the soft drink
machine
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Baum-Welch re-estimation on the soft drink
machine
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Baum-Welch algorithm: convergence

It can be shown [Baum et al., 1970] that the new model λ̂

is such that
Pr[Z|λ̂ ]≥ Pr[Z|λ ], as desired.
Pr[Z|λ̂ ] = Pr[Z|λ ] only if λ is a critical point of the
likelihood function

f (λ ) = Pr[Z|λ ]
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Other Approaches to POS tagging

Church (1988):
∏

3
i=n P(wi|ti)P(ti−2|ti−1, ti) (backward)

Estimation from tagged corpus (Brown)
No HMM training
Performances: > 95%
De Rose (1988):
∏

n
i=1 P(wi|ti)P(ti−1|ti) (forward)

Estimation from tagged corpus (Brown)
No HMM training Performance: 95%
Merialdo et al.,(1992), ML estimation vs. Viterbi training
Propose an incremental approach: small tagging and then
Viterbi training

∏
n
i=1 P(wi|ti)P(ti+1|ti,wi) ???
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HMM decoding vs. more complex sequence
labeling tasks
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HMM decoding vs. more complex sequence
labeling tasks (2)
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HMM decoding vs. more complex sequence
labeling tasks (3)
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HMM decoding vs. more complex sequence
labeling tasks (4)
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HMM Decoding for Natural Language Processing

HMM Decoding is largely applicable method for many
structured prediction tasks in NLP.

Key elements
Map the target NLP task into a sequence of classification
problem
Design a representation (e.g. features and metrics), ...
... a prediction function f and ...
... a learning or estimation algorithm to approximate with
the hypothesis h the function f
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