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Overview

• Generative AI: novel learning architectures for old tasks

• Learning and Natural Language in Generative AI
• The role of language in Knowledge Representation
• Attention, encoding-decoding in modern learning machines
• Opportunities and risks

• Towards reliable generative AI systems
• Agency: Task decomposition and requirement in intelligent application
• Domain adaptation: from learning mechanisms to process engineering
• LLM architectures

• Perspectives



Generative AI:
Novel learning methods for old tasks



AI: a long and winding road







From Eliza … to Chat GPT



From Eliza … to Chat GPT

From https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html

https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html


The perceptron (Rosenblatt, 1957)



Deep vs. Shallow networks: the intuition



What is Machine Learning



Learning and Knowledge Representation: 
the role of depth



Representation Learning



Useful Representations in images



NL and Knowledge in AI:
from communication to intelligent decision
making



Natural Language as a Markov process



Natural Language as a Markov process

• Language manifests as a generative process characterized by:
• Total Ordering of symbols

• … Uncertainty

• … Vagueness

• … Non determinism

• … Partial Observability

• … a comunicative Goal



Distributional Hypothesis and NL semantics

• NL semantics and language in use
• Since 50’, lexical meanings have been studied in connection with the pattern 

of use (distributions) of lexical items in texts
• Such distributions are the building blocks of semantics in CL. 

• Different definitions for the Distributional hypothesis (Harris, 57):
• “words which are similar in meaning occur in similar contexts” (Rubenstein & 

Goodenough, 1965); 
• “words with similar meanings will occur with similar neighbors if enough text 

material is available” (Schutze & Pedersen, 1995);
• “a representation that captures much of how words are used in natural 

context will capture much of what we mean by meaning” (Landauer & 
Dumais, 1997);



Linguistic Patterns and Machine Learning:
Encoder-decoders for NL



Encoding NL knowledge: Lexical Autoencoding



Semantic Embedding from domain Corpora:
Wordspace (unsupervised induction of lexical semantic representations)

Parma

Monte Paschi Siena



What do neural language model learn?



Generative AI:
successful learning algorithms and intelligent
behaviour
From attention to chain-of-thoughts



RNNs
1986

Williams, Ronald J.; Hinton, Geoffrey E.; Rumelhart, David E. (October 1986). 

… toward ChatGPT



Bidirectional RNNs
1997
Bidirectional RNNs
1997

Schuster, Mike, and Kuldip K. Paliwal. 1997

RNNs
1986

… toward ChatGPT



Encoder-Decoder RNNs
2014

I. Sutskever, O. Vinyals, & V. Le Quoc, 2014

Bidirectional RNNs
1997
Bidirectional RNNs
1997

RNNs
1986

… toward ChatGPT



Encoder-Decoder RNNs
2014

Bidirectional RNNs
1997
Bidirectional RNNs
1997

RNNs
1986

Transformers
2017

… toward ChatGPT

https://arxiv.org/pdf/1706.03762.pdf
https://arxiv.org/pdf/1706.03762.pdf


Encoder-Decoder RNNs
2014

Bidirectional RNNs
1997
Bidirectional RNNs
1997

RNNs
1986

Multihead

Transformers
2017

Attention Mechanism Stacking

… toward ChatGPT
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Encoder-Decoder RNNs
2014
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2018
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BART
2019

… toward ChatGPT
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BART
2019
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2020

Brown, T., Mann, B., Ryder, N., Subbiah, M., Kaplan, J. D., Dhariwal, P., ... & Amodei, D. (2020). Language models are few-shot learners. 
Advances in neural information processing systems, 33, 1877-1901. https://arxiv.org/abs/2005.14165

… toward ChatGPT

https://arxiv.org/pdf/1910.13461v1.pdf
https://arxiv.org/pdf/1910.13461v1.pdf
https://arxiv.org/pdf/1706.03762.pdf
https://arxiv.org/pdf/1706.03762.pdf
https://arxiv.org/pdf/1810.04805.pdf
https://arxiv.org/pdf/1810.04805.pdf
https://arxiv.org/pdf/2005.14165.pdf
https://arxiv.org/pdf/2005.14165.pdf


New training models
0-shot learning. Instruction Learning

How to trigger reinforcement learning



BART
2019

Encoder-Decoder RNNs
2014
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The advent of ChatGPT

ChatGPT
2022
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A flourishing of training modalities

• Supervised ML: training as a task-specific process based on annotated 
examples

• LLMs suggest pre-training as an effective way to exploit transfer 
learning:
• Pre-training on a general task and fine-tuning on the final (target) task
• Encoders (e.g., BERT) are specialized to a domain through pretraining

• Decoders can learn in 0-shot or few-shot mode through prompting
• It is the prompt that describes the task, the question, and the input
• In some cases (few-shot) 1 to 5 examples can be provided
• Prompting can be flexible and applied for novel tasks (in-context learning)

• Instruction tuning (see Chat GPT) extends prompting to meta-learning



Zero and Few-shot Learning

• Training dedicated ML systems until 2020 consisted of optimizing the 
decision function on the basis of Supervised Learning. 
• Examples of correct and incorrect decisions

• Reinforcement Learning. Feedback from the environment on the usefulness 
of decisions

• According to iterative and cross-validation schemes.

• The introduction of language modelling enables the introduction of 
new tasks using natural language
• The translation of the phrase “I love New York” into Italian is. 

• The sentiment of this post, “I love democracy!”?



The role of prompting

• 0-SHOT CATEGORIZATION (TEXTUAL INFERENCE): 
• «Wonderful concert! I am happy» - «Is this tweet expressing a positive sentiment?»

• 0-SHOT IN-LINE INSTRUCTION:
• «Write a text on Spiderman»
• “The text should not exceed 5 pages, be double spaced, and include mentions for at least 

two classical of his supercriminal enemies. ”

• FEW-SHOT LEARNING:
• DEF: “Clean a post means remove possible morphological erros and  mispellings.” 
• EX: “For example in ‘Clen the table surface’ should be ‘Clean the table surface’ “
• Input: “Please clean the sentence ‘I don’t want to press you, but plese answer soon!’”



Foundation Models

A new wave of AI technology is about to completely change our conception of the 
capabilities of artificially intelligent systems: Foundation Models. 

While up to now, AI systems were usually built by training learning algorithms on datasets 
specifically constructed for a particular task at hand, researchers and engineers are now 
using the almost limitless supply of available data, documents, and images on the Internet 
to train models relatively independently of the possible tasks for which they might be used 
later on. 

Using large document sets with trillions of words, and incorporating hundreds of billions of 
parameters, such deep network models construct a re-representation of their inputs and 
store them in a way that later allows them to be used for different tasks such as 
question/answering and even inference.

Such models already produce results that were unimaginable before, and will lead to AI 
systems that are significantly more flexible, dramatically more powerful, and ultimately 
closer to a truly general AI.

Stefan Wrobel, June 2022



… nowadays …



Limitations of LLMs

• Memory and cpu-intensive with high latency times

• Strong exposition to information obsolescence and limited accesso to 
external sources

• Unclear ability to memorize suitable information

• Uncertainty of the generation process

• Hallucitations
➢ Intrinsic
➢ Extrinsic
➢ Informative



Reflection

• Expertise, Rationality and Omniscience
• A generative AI system exhibits a SIGNIFICANT LINGUISTIC COMPETENCE in 

agreement  with native speaker / writers of the different languages observed
during pre-training, fine-tuning

• It is RATIONAL in linguistic terms as he knows the rule of human communication
and it uses them somehow usefully

• An LMM is not OMNISCIENT

• Common sense errors

• Lack of technical (e.g. mathematical) knowledge 

• Rather naive in expert domains

• It is not always fully coherent
• Hallucinations



Conclusions



Conclusions

• Large scale Language Models (LLMs) are definitively not just 
‘’stochastic parrots’’
• Data-driven models trained over resources rappresentative about  speakers’ 

knowledge, esperiences and culture

• The semantic awareness of these systems is very competitive wrt logical 
axiomatizations that are usually artificial and too much software engineering 
dependent

• Natural language is the core media for knowledge modeling and sharing …

• … and prompt engineering seems the crucial mechanism to exploit it



Conclusions (2)

• Agency of LLMs is a promising way to rethink AI and harmonize back the 
recent generative AI successes with knowledge representation aspects that
still remain unsolved
• Generalizing LLMs to complex tasks for which language modelling is not adequate
• Exploring cognitive dimensions of reasoning, decision making and acting

• Integrated Vision and language
• Experience and grounded reasoning
• Meta-learning: instruction tuning and dynamic reasoning

• Pursuing the sustainability problems of very large scale language models

• Research in LLM agent architectures is in its infancy

• Training and Evaluating LLM agent is an open research area still relatively 
unexplored
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Towards reliable generative AI 
systems
Retrieval Augmented Generation

LLM agency



Knowledge Integration and 
LLMs: RAG Models
• Retrieval Augmented Generation (Lewis 

et al., 2020)
• At generation time contextual information 

able to qualify the LLM response is made 
available

• It is essential for knowledge intensive tasks 

• It is possible to apply RAG either to the 
pre-training or to the fine-tuning  and 
prompting stage

• It has been shown to impact positively
onto hallucinations

(Lewis et al, 2020) Retrieval-augmented generation for knowledge-intensive NLP tasks. Proceedings of NIPS, Advances 
in Neural Information Processing Systems,  33 (2020): 9459-9474.

https://proceedings.neurips.cc/paper/2020/hash/6b493230205f780e1bc26945df7481e5-Abstract.html


The basic Retrieval workflow

Need COLLECTION



RAG: the steps

1.INPUT: It corresponds to the question posed to an LLM system. If no RAG is 
applied, LLM responds to the question through standard decoding

2.INDEXING: To employ RAG, a set of reference documents are to be indexed. 
• It involves chunking the documents, embeddings these chunks, and then indexing 

embeddings into a vector store. 
• The input query is also embedded.

3.RETRIEVAL: Relevant documents are retrieved by comparing the query 
embedding against the document vectors.

4.GENERATION: Retrieved documents are first merged with the original 
prompt to provide additional context and then the LLM response 
generation is triggered:
• This combined text and prompt is the input for response generation, that produces 

the final output provided to the user.



RAG models: 
the  information flow



RAG models: 
the training task



Vector Database

Vector database are data management systems 
focusing on the storage and efficient retrieval of 
unstructured data (texts, images or audio files,…) 

Trough high-dimensional vector representations 
useful to efficiently retrieve similar information



Types of RAG



Advanced RAGs

• It employs optimization across the (A) pre-
retrieval, (B) retrieval, and (C) post-retrieval 
processes.

A. The PRE-RETRIEVAL PHASE involves refining data 
indexing through five key stages: 
• enhancing data granularity, 

• optimizing index structures, 

• adding metadata, 

• alignment optimization, and 

• mixed retrieval



Advanced RAGs

• It employs optimization across the (A) pre-retrieval, 
(B) retrieval, and (C) post-retrieval processes.

B. The RETRIEVAL PHASE involves optimizing the 
embedding model itself to maximize the quality 
of context chunks. Strategies may include:
• fine-tuning embeddings to improve retrieval relevance 

or 

• employing dynamic embeddings that better capture 
contextual nuances (e.g., OpenAI’s embeddings-ada-02 
model)



Advanced RAGs

• It employs optimization across the (A) pre-retrieval, 
(B) retrieval, and (C) post-retrieval processes.

C. The POST-RETRIEVAL PHASE focuses on circumventing 
context window limitations and managing noisy or 
distracting information. Re-ranking is a common 
approach to address these challenges, involving 
techniques such as 
• relocating relevant context to the edges of the prompt or

• recalculating semantic similarity between the query and 
relevant text chunks. 

• Prompt compression techniques may also aid 



Modular RAG

• SEARCH MODULE: Tailored for specific use-cases, it can 
perform direct searches on various corpora, utilizing 
LLM-generated code and query languages.

• MEMORY MODULE: Uses the LLM’s memory for 
retrieval, improving alignment with data 
distributions.

• FUSION: Expands user queries into diverse 
perspectives, improving search results through 
multi-query approaches and re-ranking.

• ROUTING: Determines actions for queries, selecting 
the appropriate data source for retrieval.

• PREDICT: Uses the LLM to generate context instead of 
direct retrieval to reduce redundancy and noise.

• TASK ADAPTER: Adapts RAG to various tasks, 
enhancing universality and creating task-specific 
retrievers.



RAG: Integrating Knowledge using more context

• Retrieval Augmented Generation
• More contextually relevant information is

made available at generation time in 
order to better qualify the answers

• Mandatory for knowledge intensive tasks 

• Applicable at differest stages in 
integration with suitable prompting 
strategies

• Significant impact in mitigating the 
hallucinations

(Lewis et al, 2020) Retrieval-augmented generation for knowledge-intensive NLP tasks. Proceedings of NIPS, Advances in 
Neural Information Processing Systems, 2020.

https://proceedings.neurips.cc/paper/2020/hash/6b493230205f780e1bc26945df7481e5-Abstract.html


RAG evaluation

• The evaluation of a RAG framework focuses on 
three primary quality scores and four abilities. 

• QUALITY SCORES encompass measuring 
• context relevance (precision and specificity of retrieved context), 

• answer faithfulness (faithfulness of answers to retrieved context), and 

• answer relevance (relevance of answers to posed questions). 

• Additionally, four abilities measure ADAPTABILITY AND EFFICIENCY of 
a RAG system: 
• noise robustness, 

• negative rejection, 

• information integration, and 

• counterfactual robustness.



The Foundational RAGs



• Task-specific vs. Multi-task fine-tuning

• Instruction learning e prompt engineering

• RETRIEVAL AUGMENTED GENERATION

• EXECUTION OF EXTERNAL TOOLS

• LLM Agents

Further augmentation for Generative AI



LLM agents

• The NL interpretation and problem 
solving capabilities of a single LLM can 
form the core engine of more 
sophisticated intelligent systems capable 
of:
• composing basic intelligent functionalities 

• integrating structured intelligent behaviours 
(plans, strategies)

• solving problems requiring complex 
processes



Shen, Yongliang, Kaitao Song, Xu Tan, Dongsheng Li, Weiming Lu, and Yueting Zhuang. 2023. “HuggingGPT: Solving AI Tasks with ChatGPT and Its Friends in Hugging Face.”

LLM agents

• Auxiliary Tools via dedicated APIs

• Decision-making capabilities: 
• Working Memory 

• Action execution engine

• Utility functions



Working Memory: structure and roles



Examples

➢ ReWOO→ reasoning before Acting

➢ ReAct→ Dynamic problem solving

➢ ChatGPT + code interpreter, plugins

➢ HuggingGPT

Binfeng Xu et al., 2023, “ReWOO: Decoupling Reasoning from Observations for Efficient Augmented Language Models”

LLM agents



ReWOO





Star: Bootstrapping Reasoning



ReAct



Shen, Yongliang, Kaitao Song, Xu Tan, Dongsheng Li, Weiming Lu, and Yueting Zhuang. 2023. “HuggingGPT: Solving AI Tasks with ChatGPT and Its Friends in Hugging Face.”

LLM agents

Examples

➢ ReWOO→ reasoning before Acting

➢ ReAct→ Dynamic problem solving

➢ ChatGPT + code interpreter, plugins

➢ HuggingGPT



Multi-agent LLMs

• They handle tasks of increasing complexity through the cooperation 
of multiple LLMs

• They can provide validating evidence for their results

• They encourage diversity of reasoning → closer to the typical human 
exploratory process

• They better manage the use of facts and explicit reasoning rules 
through the argumentation between agents

Esempi

➢ BabyAGI → Plans and execute tasks

➢ MetaGPT → Collaborative programming

➢ CAMEL e MAD (Multi-Agent Debate) →  purely 
dialogue-driven, no tool nor human intervention

Du, Yilun, Shuang Li, Antonio Torralba, Joshua B. Tenenbaum, and Igor Mordatch. 2023. “Improving Factuality and Reasoning in Language Models through Multiagent Debate.”
Liang, Tian, Zhiwei He, Wenxiang Jiao, Xing Wang, Yan Wang, Rui Wang, Yujiu Yang, Zhaopeng Tu, and Shuming Shi. 2023. “Encouraging Divergent Thinking in Large Language Models through Multi-Agent Debate.”



Multi agent LLMs

Liang, Tian, Zhiwei He, Wenxiang Jiao, Xing Wang, Yan Wang, Rui Wang, Yujiu Yang, Zhaopeng Tu, and Shuming Shi. 2023. “Encouraging 
Divergent Thinking in Large Language Models through Multi-Agent Debate.”



Multi agent LLMs

• Prompting for debates

Du, Yilun, Shuang Li, Antonio Torralba, Joshua B. Tenenbaum, and Igor Mordatch. 2023. “Improving 
Factuality and Reasoning in Language Models through Multiagent Debate.”



Multi-agent LLMs

Du, Yilun, Shuang Li, Antonio Torralba, Joshua B. Tenenbaum, and Igor Mordatch. 2023. “Improving Factuality and Reasoning in Language Models through Multiagent Debate.”
Liang, Tian, Zhiwei He, Wenxiang Jiao, Xing Wang, Yan Wang, Rui Wang, Yujiu Yang, Zhaopeng Tu, and Shuming Shi. 2023. “Encouraging Divergent Thinking in Large Language Models through Multi-Agent Debate.”

Esempi

➢ BabyAGI → Plans and execute tasks

➢ MetaGPT → Collaborative programming

➢ CAMEL e MAD (Multi-Agent Debate) →  purely 
dialogue-driven, no tool nor human intervention



Conclusions
(the view from here)


