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Generative Al
Novel learning methods for old tasks



Al: a long and winding road

1651 1666 1837

e\

X -
w £

o

Thomas Hobbes  Gottiried Wihelm  Chares Babbage  Ada Lovelace Gottlied Frege Alfred North Whitebread and
Lovithian - the first  Leibnitz creates the  proposes a general-  Wriles the first Restuctured and  Bertrand Russe! publish their
links between Characteristica putpose computer computer program  resnforced the ideas  seminal work entitied
reasoning and Universalis, a the Analytical o calouise of Loibnitz and Principia Mathematica [10]
mathematics(4] universal language  Engine [16) Bernouilli numbers  Boole in

of reasoning [5) [1€] Begritfsschritt... (8]

Al Winter 1956 1950 1949 1940 1936

Alan Turing
i ﬂ develops the
! - 4 Turing Test, which
shows if a computer

John McCarthy. Marvin Minsky, Marvin Minsky ang ' capable of Donald Hebd Wasren McCulloch  Alan Turing publishes

Claude Shannon and Nathaniel Dead Edmonds exhibiting intelligent 4o aions an and Walter Pifts Jr.  the more commanty

Rochester organize a 2«month behaviour [20) .

hop and intr he teim built the first neural updating rule for created the first known proof of the

Artificial intelligence [1) natwark computer the stmulus of artificial newron [17] Entscheidungs problem,
using 3000 vacuum neurons, wich which is now referred to
tubes {21) gave the neurons as the Turing Machine [15]}

the ability 1o




1986 1969 1968 1959
s <2

?
—h

Geoffrey Hinton and Marvin Minsky and Ross Quillian  Arthur Samuel Frank Rosenblatt ~ Allan Newell, Herbert Simon
David Rumelhart Seymour Papert wrote the first ~ €oins the term invented the and Cliff Shaw developed
develop propose to focuse semantic net  Machine Leaming  perceptron [23] the "Logic Theorist", which

backpropagation[32] Al on simplified Al program [26] (44] performed automated
models, reasoning [22]

micro-worlds [13]

\ 1997 2002 2011
B —_— 5
IBM's Deeper blue Roomba is the first Apple Corporation IBM, Watson wins

defeats the reighning mass produced introduces Siri, an first place in

chess world champion robot vacuum Al based virtual television quiz

Garry Kasparov with cleaner{41] assistant with a Jeopardy [42]

3%, to 2%, [37] voice interface [43] lan Goodfellow develops
Generative Adversial
Networks, where 2 neural
networks play eachother
in a zero-sum games [50]




L e S S S S S S S S S S S R SR S T ST I S

A brief history of... i

Artificial Intelligence. koS

The Turing Test Turing publisnes Computing 1956
Wine 5 iusnin oushator $90ee Machinery and Intefligence’. The Dartmeuth Conferance (organised

s m,'..c.’.,.':,........ Proposing the Turing Test as a way by McCarthy, Minsky, Rochester, and

to measure a maching’s ability. Shanaon) is held, marking the birth of

1943

McCullock B Pitts publish
& paper titled ‘A Logical

Al as a field of study,

1857

Caloulus of Meas
Immanent in Neevous Rosenbiatt
Activity', proposing tha ]95] devslops the
groundwark for neural Marvin Minsky anad Dean Edmonds bulld Perceptron: the
netwarks, SNAR, the first neural network computer first artificeal
]97“ neural network
copable of
The first Al winter begins, markod by n ]967 learning,
deciine In tunding and interast in Al Newed and Simon develop the Ganers|
research due to unrealistic Problom Sotver (GPS), ane of tha first Al
expectations and limited progress programs to demonstrate human-like 1965
probiem-solving Weizenbaum
wavelops ELIZA: &
natural longuage
]980 Processing progeam
Expert systems }- $hat Simolates
9ein popuarity Neural Networks oo
with companies VoA v v ray v deds Thal 1vae
using them for 1ORITARG 80 (eCOFEALO DATTEYY a0l 1 S
financial Preactizea via N rearss consections 9 g 7 Q
foracasting 1986 1843 Desp Biue deteats chess Natuiral Eanadaie
and medical Hinton, Rumelhart; snd Wiliams publish o' champion Kasparay, PTG
diagnodes: Learning Represantations by Back- AT S S Aosrrerarie
Ptooaor:inq Errors’, allowing much CKIPPURE RN S Watd ':-:‘m‘:um'mm
' - » stae e o
deaper neural networks to be trained AR 0T L8 GhmpHCsiere, "‘;‘:::::::::"‘

2002

iRobotintroduces
2014 2012 20N Roomba, the first
Facebook creates DeepFace Al startup DeepMind > B} mass-produced
a facial recagnition system davalops a deep 1D)¥= Wiatzon domestic robat
That can recognise faces with  neural network that defests two PN vacuum cleaner
near-buman accuracy, can recognize cats in  farmer Jsopardy with an Al-powared
YouTube videos. champions, navigntion system

AlphaGo, davaloped
by DeepMind,
detfeats workd

champion Les Sedol

inthe game of Go

Artists file s class-
action lawsuit agoinst

Google's
AlphaZero .

OpenAl releases OeepMind’s AlphaFoid2

deteats the [ 3 Stability Al,
world's best it Ml GPT-3, marking & salves the protein- Googie tires angineer Etake DavlantArt, and Mid-
chess and [ 4 signiticant folding prodlem, paving Lemulr_»e aver his claims that fokittey o l.heir ST
shogl engines breskthrough in the way far new drug Gongle's Language Modsl for Stabie Gitfusion to
in & series of natural language discoveriag and madical Dinlogue Applications (LsHDAl e the copyrighted
matches processing, breskthroaghs: iyl works of mians of

artists

e 2

e alia e arie (alattal e e a fd alval tah Falial la i d e Ve el v e Va e el Ve e e vatia N el IBie a e e el S s el at ey el a A e LaLlA e (el idl

Sources: ChotGPT, Futurism More charts: genuinel + suibs vy




From Eliza ... to Chat GPT
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> Hello, T am Eliza.
-y oY .
ELIZA: 1S something troubiling you
R . . - 4. = 2 mtdn -1 1 &Y 4 & o
Q: Who was president of the United States in 18017 YOL) - Men are all alike.
A: what answer would please you the most? Bl 17A What (< are Anect L on e '\ uppose
5 A » ' A » . . i }

YOU: They're always bugging us about something or other

Q: Which is heavier, a mouse or an elephant?

A: Come, come, elucidate your thoughts. ELIZA: Can you think I & specifl exampie f
YOU well, my boyfriend made me come here,
ELIZA: Is 1t important t yOU That your boyfriend made you come here
YOU: He says I'm depressed much of the time,
ELIZA: 1 am sorry to hear that you are depressed
YOU It's true. I am unhappy



From Eliza ... to Chat GPT | ey

How long have you been unintelligent?

ince i was born
[ see.

Hello, I am Eliza. >arent you supposed to cheer me up
You're not really talking about me, are you?

: Who was president of the United States in 18017

¢ wWhat answer would please you the most? /N0 1 talk“ﬂl about me
Why not?
! Which is heavier, a mouse or an elephant?

; >nrh
: Come, come, elucidate your thoughts.

[’'m not sure I understand you fully.

: How many eyes does a giraffe have?
i A giraffe has two eyes.

: Who was president of the United States in 18017
: Thomas Jefferson was president of the United States in 18e1.

: How many eyes does my foot have?

7 : : Your foot has two eyes.
. : What city is in the northwest corner of Ohio?
: How many eyes does a spider have?

: A spider has eight eyes.

: Toledo is in the northwest corner of Ohio.

ChatGPT : What highway do you take to get to Morth Lake Tahoe from oakland?
: How many eyes does the sun have? : Highway 80 is the highway you take to get to North Lake Tahoe from 0Oakland.
: The sun has one eye.
: What are Darius's abilities in League of Legends?

: How many eyes does a blade of grass have? : Darius's abilities in League of Legends are: Apprehend, Decimate, Noxian Guillotine,
Crippling Strike, Apprehend, and Hemorrhage.

: A blade of grass has one eye.

Q: Who did capablanca defeat to become world chess champion?
A: Capablanca defeated Lasker to become world chess champion.

From


https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html

The perceptron (Rosenblatt, 1957)




Deep vs. Shallow networks: the intuition
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What is Machine Learning
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Learning and Knowledge Representation:
the role of depth

Output
(object identity)

3rd hidden layer
(object parts)

2nd hidden layer
(corners and
contours)

1st hidden layer

Visible layer
(input pixels)

Zeiler and Fergus (2014)



Representation Learning

Output

Encoder Decoder



Useful Representations in images

Convolutional Encoder-Decoder

Pooling Indices

RGB Image B Conv + Batch Normalisation + RelU Seg mentation
B Pooling I Upsampling Softmax

Fig. 2. An illustration of the SegNet architecture. There are no fully connected layers and hence it is only convolutional. A decoder upsamples its
input using the transferred pool indices from its encoder to produce a sparse feature map(s). It then performs convolution with a trainable filter bank
to densify the feature map. The final decoder output feature maps are fed to a soft-max classifier for pixel-wise classification.




NL and Knowledge in Al:

fromm communication to intelligent decision
making




Natural Language as a Markov process

A(0.99),




Natural Language as a Markov process

* Language manifests as a generative process characterized by:
e Total Ordering of symbols

* ... Uncertainty

* ... Vagueness

* ... Non determinism

e ... Partial Observability

e ...a comunicative Goal



Distributional Hypothesis and NL semantics

* NL semantics and language in use

* Since 50’, lexical meanings have been studied in connection with the pattern
of use (distributions) of lexical items in texts

e Such distributions are the building blocks of semantics in CL.

* Different definitions for the Distributional hypothesis (Harris, 57):

* “words which are similar in meaning occur in similar contexts” (Rubenstein &
Goodenough, 1965);

* “words with similar meanings will occur with similar neighbors if enough text
material is available” (Schutze & Pedersen, 1995);

* “a representation that captures much of how words are used in natural
context will capture much of what we mean by meaning” (Landauer &
Dumais, 1997);



Linguistic Patterns and Machine Learning:
Encoder-decoders for NL
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Encoding NL knowledge: Lexical Autoencoding




Semantic Embedding from domain Corpora:
Wordspace (unsupervised induction of lexical semantic representations)
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Generative Al:

successful learning algorithms and intelligent
behaviour



... toward ChatGPT
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RNNs
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Williams, Ronald J.; Hinton, Geoffrey E.; Rumelhart, David E. (October 1986).



... toward ChatGPT

RNNs Bidirectional RNNs
1986 1997

Schuster, Mike, and Kuldip K. Paliwal. 1997



... toward ChatGPT

RNNs Bidirectional RNNs Encoder-Decoder RNNs
1986 1997 2014

Encoder

|. Sutskever, O. Vinyals, & V. Le Quoc, 2014



... toward ChatGPT

Transformers
2017
%
RNNs Bidirectional RNNs Encoder-Decoder RNNs

1986 1997 2014
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... toward ChatGPT

Transformers
2017
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... toward ChatGPT

Transformers
2017

Bidirectional RNNs Encoder-Decoder RNNs BERT
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... toward ChatGPT

Transformers

2017
RNNs Bidirectional RNNs Encoder-Decoder RNNs BERT BART
1986 1997 2014 2018 2019
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... toward ChatGPT

Transformers GPT-3
2017 2020
M
RNNs Bidirectional RNNs Encoder-Decoder RNNs BERT BART
1986 1997 2014 2018 2019

Unsupervised Pre-training
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\ Correct output (label):

Input (features) a robot must _

Output (Praediction)

Brown, T., Mann, B., Ryder, N., Subbiah, M., Kaplan, J. D., Dhariwal, P,, ... & Amodei, D. (2020). Language models are few-shot learners.
Advances in neural information processing systems, 33, 1877-1901. https://arxiv.org/abs/2005.14165
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New training models



The advent of ChatGPT

Transformers GPT-3
2017 2020
M
RNNs Bidirectional RNNs Encoder-Decoder RNNs BERT BART ChatGPT
1986 1997 2014 2018 2019 2022

ChatGPT
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Examples Capabilities Limitations
"Explain quantum computing in Remembers what user said May occasionally generate
simple terms® < earlier in the conversation incorrect information
"Got any creative ideas for a 10 Allows user to provide follow- May occasionally produce
year old’'s birthday?" - up corrections harmful instructions or biased
content
“How do | make an HTTP Trainad to decline inappropriate
request in Javascript?” & requests Limited knowledge of world and

events after 2021

2022. LifeArchitect.al
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A flourishing of training modalities

e Supervised ML: training as a task-specific process based on annotated
examples

e LLMs suggest pre-training as an effective way to exploit transfer
learning:
* Pre-training on a general task and fine-tuning on the final (target) task
* Encoders (e.g., BERT) are specialized to a domain through pretraining

e Decoders can learn in 0-shot or few-shot mode through prompting
* |tis the prompt that describes the task, the question, and the input
* In some cases (few-shot) 1 to 5 examples can be provided
* Prompting can be flexible and applied for novel tasks (in-context learning)

* Instruction tuning (see Chat GPT) extends prompting to meta-learning



/ero and Few-shot Learning

* Training dedicated ML systems until 2020 consisted of optimizing the
decision function on the basis of Supervised Learning.
* Examples of correct and incorrect decisions

* Reinforcement Learning. Feedback from the environment on the usefulness
of decisions

* According to iterative and cross-validation schemes.

* The introduction of language modelling enables the introduction of
new tasks using natural language
* The translation of the phrase “| love New York” into Italian is.
* The sentiment of this post, “I/ love democracy!”?



The role of prompting

e 0-SHOT CATEGORIZATION (TEXTUAL INFERENCE):
» «Wonderful concert! | am happy» - «lIs this tweet expressing a positive sentiment?»

® 0-SHOT IN-LINE INSTRUCTION:
e «Write a text on Spiderman»

» “The text should not exceed 5 pages, be double spaced, and include mentions for at least
two classical of his supercriminal enemies. ”

* FEW-SHOT LEARNING:
* DEF: “Clean a post means remove possible morphological erros and mispellings.”
* EX: “For example in ‘Clen the table surface’ should be ‘Clean the table surface’ “
* Input: “Please clean the sentence ‘/ don’t want to press you, but plese answer soon!””



Foundation Models

A new wave of Al technology is about to completely change our conception of the
capabilities of artificially intelligent systems: Foundation Models.

While up to now, Al systems were usually built by training learning algorithms on datasets
specifically constructed for a particular task at hand, researchers and engineers are now
using the almost limitless supply of available data, documents, and images on the Internet
to train models relatively independently of the possible tasks for which they might be used
later on.

Using large document sets with trillions of words, and incorporating hundreds of billions of
parameters, such deep network models construct a re-representation of their inputs and
store them in a way that later allows them to be used for different tasks such as
question/answering and even inference.

Such models already produce results that were unimaginable before, and will lead to Al
systems that are significantly more flexible, dramatically more powerful, and ultimately
closer to a truly general Al.

Stefan Wrobel, June 2022
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Limitations of LLMs

* Memory and cpu-intensive with high latency times

e Strong exposition to information obsolescence and limited accesso to
external sources

e Unclear ability to memorize suitable information
* Uncertainty of the generation process

e Hallucitations . Statistical Metrics o
Fisemt » Automated metrics . -Based Metrics
> Intrinsic * Model-Based Metrics {- QA-Based Metrics
> Extrinsic * NLI|-Based Metrics

> |Informative

Hallucination Quantification _
» Scoring
* Human judgment{

o Comparative Analysis




Reflection

* Expertise, Rationality and Omniscience

e A generative Al system exhibits a SIGNIFICANT LINGUISTIC COMPETENCE in
agreement with native speaker / writers of the different languages observed
during pre-training, fine-tuning

* It is RATIONAL in linguistic terms as he knows the rule of human communication
and it uses them somehow usefully

* An LMM is not OMNISCIENT

* Common sense errors
* Lack of technical (e.g. mathematical) knowledge
e Rather naive in expert domains
* It is not always fully coherent
e Hallucinations







Conclusions

 Large scale Language Models (LLMs) are definitively not just
“stochastic parrots”

e Data-driven models trained over resources rappresentative about speakers’
knowledge, esperiences and culture

* The semantic awareness of these systems is very competitive wrt logical
axiomatizations that are usually artificial and too much software engineering
dependent

e Natural language is the core media for knowledge modeling and sharing ...
* ...and prompt engineering seems the crucial mechanism to exploit it



Conclusions (2)

* Agency of LLMs is a promising way to rethink Al and harmonize back the
recent generative Al successes with knowledge representation aspects that
still remain unsolved

* Generalizing LLMs to complex tasks for which language modelling is not adequate

* Exploring cognitive dimensions of reasoning, decision making and acting
* Integrated Vision and language
* Experience and grounded reasoning
* Meta-learning: instruction tuning and dynamic reasoning

* Pursuing the sustainability problems of very large scale language models
* Research in LLM agent architectures is in its infancy

* Training and Evaluating LLM agent is an open research area still relatively
unexplored
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Advanced LLM and LLM Agent papers
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* Du, Yilun, Shuang Li, Antonio Torralba, Joshua B. Tenenbaum, and Igor Mordatch. 2023. “Improving Factuality and
Reasoning in Language Models through Multiagent Debate.”

e Liang, Tian, Zhiwei He, Wenxiang Jiao, Xing Wang, Yan Wang, Rui Wang, Yujiu Yang, Zhaopeng Tu, and Shuming Shi.
2023. “Encouraging Divergent Thinking in Large Language Models through Multi-Agent Debate.”
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Knowledge Integration and
_LMs: RAG Models

 Retrieval Augmented Generation (Lewis
et al., 2020)

e At generation time contextual information
able to qualify the LLM response is made
available

* |t is essential for knowledge intensive tasks

* |tis possible to apply RAG either to the
pre-training or to the fine-tuning and
prompting stage

* |t has been shown to impact positively
onto hallucinations

(Lewis et al, 2020) Retrieval-augmented generation for knowledge-intensive NLP tasks. Proceedings of NIPS, Advances
in Neural Information Processing Systems, 33 (2020): 9459-9474.



https://proceedings.neurips.cc/paper/2020/hash/6b493230205f780e1bc26945df7481e5-Abstract.html

The basic Retrieval workflow

User

(human) IR System

Indexer

Information Collection
Retrieval Index

R'es‘ult's o



RAG: the steps

1.INPUT: It corresponds to the question posed to an LLM system. If no RAG is
applied, LLM responds to the question through standard decoding

2.INDEXING: To employ RAG, a set of reference documents are to be indexed.

* |t involves chunking the documents, embeddings these chunks, and then indexing
embeddings into a vector store.

* The input query is also embedded.

3.RETRIEVAL: Relevant documents are retrieved by comparing the query
embedding against the document vectors.

4.GENERATION: Retrieved documents are first merged with the original
prompt to provide additional context and then the LLM response
generation is triggered:

* This combined text and prompt is the input for response generation, that produces
the final output provided to the user.




RAG models:
the information flow

Output

Generation

¥ LLM

Question :
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Please answer the above questions
based on the following information .

Combine Context
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Indexing
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Chunk T
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RAG models:
the training task

The middle =ar includes

End-to-End Backprop through q and pe e tympanic cavity and

Question Answering: . Cche three ossicles. (y)
Question Query Quel Hetriever p HOCUMeNk \\'\ Generator pg | Question Answering:
s g =1 Lins Answer Generation

Define "middle ear" (x)

Barack Obama < {( =31 inag
arack Obama wa d(Z) morte )
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Figure 1: Overview of our approach. We combine a pre-trained retriever (Query Encoder + Document
Index) with a pre-trained seq2seq model (Generator) and fine-tune end-to-end. For query z, we use
Maximum Inner Product Search (MIPS) to find the top-K documents z;. For final prediction y, we
treat z as a latent variable and marginalize over seq2seq predictions given different documents.




Vector Database

Vector database are data management systems
focusing on the storage and efficient retrieval of
unstructured data (texts, images or audio files,...)

Trough high-dimensional vector representations
useful to efficiently retrieve similar information
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Types of RAG

Modules
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Advanced RAGs AR
.

Indexing \W

* |t employs optimization across the (A) pre- e
retrieval, (B) retrieval, and (C) post-retrieval |

Processes. Retrieval

A. The PRE-RETRIEVAL PHASE involves refining data
indexing through five key stages: T

Summary Fusion

Pre-Retrieval

* Quury Bouting

e enhancing data granularity,
optimizing index structures,
adding metadata,

(-4

Prompt Frozen LLM

alignment optimization, and l—
mixed retrieval [ owe |

Advanced RAG




A B|lepe
Advanced RAGs { ey |

Pre-Retrieval —_—

)

* |t employs optimization across the (A) pre-retrieval,

(B) retrieval, and (C) post-retrieval processes. Retrieval

B. The RETRIEVAL PHASE involves optimizing the

embedding model itself to maximize the quality e
of context chunks. Strategies may include: ok Smay o
* fine-tuning embeddings to improve retrieval relevance

= ‘@—3%:

 employing dynamic embeddings that better capture Prompt  Frozen LLM

contextual nuances (e.g., OpenAl’s embeddings-ada-02 _ I
model) Output J

Advanced RAG




G

Advanced RAGs

It employs optimization across the (A) pre-retrieval,
(B) retrieval, and (C) post-retrieval processes.

The POST-RETRIEVAL PHASE focuses on circumventing
context window limitations and managing noisy or
distracting information. Re-ranking is a common
approach to address these challenges, involving
techniques such as

* relocating relevant context to the edges of the prompt or

* recalculating semantic similarity between the query and
relevant text chunks.

* Prompt compression techniques may also aid
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Modular RAG

SEARCH MoDULE: Tailored for specific use-cases, it can
perform direct searches on various corpora, utilizing
LLM-generated code and query languages.

MEMORY MoDULE: Uses the LLM’s memory for
retrieval, improving alignment with data
distributions.

FusiON: Expands user queries into diverse
perspectives, improving search results through
multi-query approaches and re-ranking.

ROUTING: Determines actions for queries, selecting
the appropriate data source for retrieval.

PREDICT: Uses the LLM to generate context instead of
direct retrieval to reduce redundancy and noise.

TASK ADAPTER: Adapts RAG to various tasks,
enhancing universality and creating task-specific
retrievers.
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RAG: Integrating Knowledge using more context

e Retrieval Augmented Generation

* More contextually relevant information is
made available at generation time in
order to better qualify the answers

 Mandatory for knowledge intensive tasks

* Applicable at differest stages in
integration with suitable prompting
strategies

* Significant impact in mitigating the
hallucinations

Retrieval—Augmented Generation

Figure 1: Technology tree of RAG research development featuning representative works

(Lewis et al, 2020) Retrieval-augmented generation for knowledge-intensive NLP tasks. Proceedings of NIPS, Advances in
Neural Information Processing Systems, 2020.



https://proceedings.neurips.cc/paper/2020/hash/6b493230205f780e1bc26945df7481e5-Abstract.html

RAG evaluation

* The evaluation of a RAG framework focuses on
three primary quality scores and four abilities.

* QUALITY SCORES encompass measuring
* context relevance (precision and specificity of retrieved context),
* answer faithfulness (faithfulness of answers to retrieved context), and
* answer relevance (relevance of answers to posed questions).

e Additionally, four abilities measure ADAPTABILITY AND EFFICIENCY of
a RAG system:
* noise robustness,
* negative rejection,
* information integration, and
e counterfactual robustness.



he Foundational RAGs
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Further augmentation for Generative Al

 Task-specific vs. Multi-task fine-tuning

* Instruction learning e prompt engineering

1) Chain of Thought 2) Tree of Thought 5) Expert Prompting 7) Rails 8) Automatic Prompt Engineering

« Zero-Shot CoT 3) Self-Consistency 6) Chains * Topical Rails » Prompt Generation

» Manual CoT + Fact-Checking Rails « Prompt Scoring
4) Reflection » Jailbreaking Rails * Refinement and Iteration

* RETRIEVAL AUGMENTED GENERATION
e EXECUTION OF EXTERNAL TOOLS

Retrieved Facts

| (Obama, Bornin, Honolulu) |

) LLM A gen ts Q: Which country _|Knowledge

is Obama from? Retriever |F(7Hono|u|u, LocatedIn, Ug,{,‘i




LLM agents

* The NL interpretation and problem
solving capabilities of a single LLM can
form the core engine of more

of:
e composing basic intelligent functionalities

* integrating structured intelligent behaviours

(plans, strategies)

* solving problems requiring complex
processes

sophisticated intelligent systems capable |

External
Knowledge

(e.g., news, wiki,

proprietary
databases)

Environment

LLM-Augmenter

Utility
(utlhty score & feedback)

Policy
(action selectnon)

Action Executor

Al Agent




LLM agents

* Auxiliary Tools via dedicated APIs

 Decision-making capabilities: | Utility
(utility score & feedback)

e  Working Memory
* Action execution engine

e  Utility functions Policy

(action selection)

HuggingGPT &1 LLM as Controller “ HuggingFace

Can you describe what this picture depicts I Task
and count how many objects in the picture? as
Planing

External 3 Action Executor
Knowledge o Knowledge Consolidator |+
(e.g., news, wiki, - Prompt Engine
proprietary |
databases)

Aggregation ~ facebook/
detr-resnet-101 __'

[ —
4 II Model
A text can describe the given image: a herd of ¢ Scheduling
giraffes and zebras grazing in a fields. In b
addition, there are five detected objects as
giraffe with score 99.9%, zebra with score 99
with 4, giraffe with score 97.1% and zebra with : * nlpconnet/
score 9 . | have generated bounding boxes as above Aggregation vit-gpt2-image-captioning

image. | ‘ormed image classification, object IV Summary —
detection and image captain on this image. Combining & Response
the predictions of /¥ nlpconnet/vit-gpt2-image

captioning, {¥} facebook/detr-resnet-101 and /=
google/vit models, | get the results for you.

III Task Execution

LLM
Environment | (e.g., ChatGPT) Al Agent

Shen, Yongliang, Kaitao Song, Xu Tan, Dongsheng Li, Weiming Lu, and Yueting Zhuang. 2023. “HuggingGPT: Solving Al Tasks with ChatGPT and Its Friends in Hugging Face.”



Working Memory: structure and roles

lconic memory (visual)

Sensory memory Echoic memory (auditory)

Haptic memory (touch)

Short-term memory (Working memory)

Explicit / Declarative memory
(conscious)

{ Episodic memory (life events)

Semantic memory (facts, concepts)
Long-term memory

Implicit / Procedural memory (unconscious; skills)




Examples

» ReWOO — reasoning before Acting
LLM agents . .

» ReAct — Dynamic problem solving
» ChatGPT + code interpreter, plugins

» HuggingGPT

(a) Reasoning with Observation (b) ReWOO

S

Binfeng Xu et al., 2023, “ReWOO: Decoupling Reasoning from Observations for Efficient Augmented Language Models”



------------------[ Worker }-----------------,

; ollowing tasks, .. /
#E1 = Wikipedia[The Hennchata]

| Evidence: The Hennchata is a cocktail consisting of
| Hennessy cognac..

what is the name of the cognac house that makes the main
ingredient in The Hennchata?

Plan: Search for more information about The
Hennchata.
#E1 = Wikipedia[The Hennchata]
i: Find out the main ingredient of The Hennchata.
#E2 = LLM[What is the main ingredient of The
Hennchata? Given context: #E1]
n: Search for more information about the main
ingredient.
#E3 = Wikipedia[#E2]

5: Find out the cognac house that makes the main
ingredient.
#E4 = LLM[What is the name of the cognac house that
makes the main ingredient #E2? Given context: #E3]

#E2 = LLM[What is the main 1ngred1ent of The Hennchata?
Given context: The Hennchata is a cocktail consisting of
Hennessy cognac..]

4

Evidence: Hennessy cognac

#E3 = Wikipedia[Hennessy cognac]
Evidence: Jas Hennessy & Co., commonly known ..

#E4 = LLM[What is the name of the cognac house that
makes the main ingredient Hennessy cognac? Given
context: Jas Hennessy & Co., commonly known ..]
Evidence: Jas Hennessy & Co.

| S S L U O T Y TN L RO, - S SR L R |

|
|
|
|
|
|
i
|
|
i
|
|
|
|
i
|
|
i
|
|
|
|
i
|
|
|
|
|
i
1
B
i
1
i
I

I______.......__.-----------------{ Solver

]

”ﬁ, Solve the task given provided plans and eviden

n: Search for more information about the main ingredient.
Evidence: Jas Hennessy & Co., commonly known simply as Hennessy (French pronunciation: [engsi])..
Plan: Find out the cognac house that makes the main ingredient.

Evidence: Jas Hennessy & Co.

BAnSWer: Jas Hennessy & Co

Figure 1: Workflow of ReW0O . Given a question, Planner composes a comprehensive blueprint of
interlinked plans prior to tool response. The blueprint instructs Worker to use external tools and
collect evidence. Finally, plans and evidence are paired and fed to Solver for the answer.




Bootstrapping E

Self-instruct

| ~~—

text-davinci-003 Instruction-tuning

- --J

t

Instruction-tuning

L----------------J

LLaMa 7B Alpaca 7B

L-- L 1 1 ! 1 |

Planner 7B

Figure 4: Offloading foreseeable reasoning from GPT-3.5 into Alpaca 7B. A small LLaMa LM is
fine-tuned on self-instructed data generated by GPT-3.5, producing Alpaca, endowed with general
reasoning ability. Alpaca is then further fine-tuned on blueprints generated by GPT-3.5, leading to
Planner 7B, a model specializing in foreseeable reasoning.




Star: Bootstrapping Reasoning

ﬁ\\\ v Q: What can be used

Question, Rationale, Answer Correct to carry a small dog?
Answer QY Answer Choices:

| (a) swimming pool

e eame Rationale (b) basket

e e e o e o Language Generation . i (C) dog ShOW
Model Rationale, Answer (d) backyard

(e) own home

A: The answer must be

something that can be
Wrong used to carry a small
b dog. Baskets are

( designed to hold things.

Question

Rationalize

Therefore, the answer
is basket (b).

Rationale, Answel

Figure 1: An overview of STaR and a STaR-generated rationale on CommonsenseQA. We indicate
the fine-tuning outer loop with a dashed line. The questions and ground truth answers are expected to
be present in the dataset, while the rationales are generated using STaR.




[ 1

[

L (1) Hotspot QA J

Question:

designed to interact with?

Zside from the Apple Remote, what other device

can control the program Apple Remote was originally

L (1d) ReRAect (Reason + RAct) }

Thought 1:
program it was criginally designed to interact
Aect 1: Search[Zpple Remote

Obs 1: The Apple Remote is a remote control introduced in

I need to search Apple Bemote and find the
with.

f____1 (la) sStandard ] [

(lc) Act-Only

f{ (1b) CoT (Reason Onlwv) F

Answer: iFod )( BAet 1: Search[Apple Remote] Thought 2: Apple Remote was originally designed to control
Obs 1: The Apple Remote is a the Front Row media center program. I neesd to ssarch |[Erong
remote control .. BowW next and find what other dewvice can control it.

October 2005 by Apple .. originally designed to control the
Front Row media center program ..

Act 2: SearchlFront Rowl

(1) Hotspot QA ]

ol = |'|+]'|=-'|F_n-1=|'|'1"; o~ W ( honaht 1: T 'I'I:F—"g toi

{ (1d) Rehct (Reason + Act) ]

i 1 f |
| (2) AlfWorld | e L {(2b) Relct (Reason + RAct) J ™
You are in the middle of a room. Looking guickly around Bot 1: Think[First I need to find a pepper shaker...more
you, you se= a cabinet &, a cabinet 1, a coffes machins 1, likely to appear in cabinets (l1-&), countertops (1-3), ... 1
a countertop 3, a stove burner 1, and a toaster 1. Bet 2: Go to cabinet 1
Your task is to: Put some pspper shaker on a drawsr. Obs 2: On the cabinet 1, you sees a vase 2.
{Here the agent go to cabkinet 1, then cabinet 2, 3, then countertop 1 and 2)
[ 1
o . (2a) Act-Only | Act 6: Go to countertoom 3
Act 1: Go to HEawsn + ) Obs 6: On the countertop 3, you see a apple 1, a bread 1,
Obs 1: The drawer 1 is closed. | a pepper shaker 1, and a wvass 3.
Act 2: ﬁpen drawer 1_ ) o o Act 7: Take pepper shaker 1 from countertop 3
Obs 2: You open the drawer 1. The drawer 1 is open. In it, Obs 7: You pick up the pepper shaker 1 from the countertop 3.
you see a dishsponge 2, and a spoon 1.
_ _ Act 8: Think[Now I find a pepper shaker 1. Next, I need to
Rct 3: Go to sinkbasin put it in/on drawer 1. ]
Obs 35 DF :he_sinkhasin l, you see a dishsponge 3, a Act 9: o to drawer 1
spatula 1, and a spoon 2. Obs 9: Drawer 1 is closed.
Aot 4: Take_peppershake: from sinkbasin 1 Act 10: Opsn drawer 1
Obs 4: HEEEEEE— Obs 10: You opsn Drawsr 1
Act 5: Take peppershaker 1 from sinkbasin 1 Bet 11: Put pepper shaker 1 in/on drawer
Obs 5: Nothing happens. )( xxﬂhs 11: You put pepper shaker 1 in/on the drawer 1. \f’}




Examples

» ReWOO — reasoning before Acting
LLM d ge ntS » ReAct — Dynamic problem solving
» ChatGPT + code interpreter, plugins
» HuggingGPT

HuggingGPT ‘ LLM as Controller ; HuggingFace

Can you describe what this picture depicts

and count how many objects in the picture? I Task

Planing

Aggregation ~ facebook/
' detr-resnet-101 l

SRy CTFS v
A text can describe the given image: a herd of 4 , IV Scheduling IIT Task Execution
giraffes and zebras grazing in a fields. In ' R —
addition, there are five detected objects as
giraffe with score 99.9%, zebra with score 99.7%, zebra :
with 99.9%, giraffe with score 97.1% and zebra with : ¥ nlpconnet/
score 99.8%. | have generated bounding boxes as above | Aggregation _ vit-gpt2-image-captioning
image. | performed image classification, object ‘ IV Summary —
detection and image captain on this image. Combining
the predictions of '~ nlpconnet/vit-gpt2-image-
captioning, /= facebook/detr-resnet-101 and /=
google/vit models, | get the results for you.

& Response

Shen, Yongliang, Kaitao Song, Xu Tan, Dongsheng Li, Weiming Lu, and Yueting Zhuang. 2023. “HuggingGPT: Solving Al Tasks with ChatGPT and Its Friends in Hugging Face.”



Esempi
» BabyAGI - Plans and execute tasks

M U |t|_a ge nt |—I—I\/I S » MetaGPT - Collaborative programming

» CAMEL e MAD (Multi-Agent Debate) > purely
dialogue-driven, no tool nor human intervention

* They handle tasks of increasing complexity through the cooperation
of multiple LLMs

* They can provide validating evidence for their results

* They encourage diversity of reasoning - closer to the typical human
exploratory process

* They better manage the use of facts and explicit reasoning rules
through the argumentation between agents

Du, Yilun, Shuang Li, Antonio Torralba, Joshua B. Tenenbaum, and Igor Mordatch. 2023. “Improving Factuality and Reasoning in Language Models through Multiagent Debate.”
Liang, Tian, Zhiwei He, Wenxiang Jiao, Xing Wang, Yan Wang, Rui Wang, Yujiu Yang, Zhaopeng Tu, and Shuming Shi. 2023. “Encouraging Divergent Thinking in Large Language Models through Multi-Agent Debate.”



Components

Content

Question

Multi agent LLMs

(

L Counter-Intuitive Question }

When Alice walks up the hill, her
speed is I m/s and when she goes
down the hill, her speed is 3 m/s.
Then when Alice walks up and
down the hill, what is her average
speed?

The two circles are externally tangent and there is no relative sliding. The radius of circle Ais 1/3 the radius of circle

B. Circle A rolls around circle B one trip back to its starting point. How many times will circle A revelve in total? Correct Answer

Explanation

Chain-of-Thought }

Let the radius of circle A be r and the radius of circle B be 3r. The distance circle A travels along the circumference
of circle B is equal to the circumference of circle B, which is 81r. The number of revolutions = (81r) / (2mr) = 6111 /
21r = 3. So, circle A will revolve 3 times in total as it rolls around circle B once.

S~ ~~
f_( Self-Reflection )— e { Multi-Agent Debate)— ————————

Reflection: ] . - ] B
(1) | have a clear understanding | | disagree with you. To find the total number of revolutions, we need

of the problem. I to consider both the rotation around circle B and the rotation of circle

If Alice covers a distance of d
going up and down the hill, then
her total distance is 2d. Her time
going up the hill is d/1 = d. and
her time going down the hill is
d/3. So, her total time is d + d/3
= 4d/3. Therefore, her average
speed is 2d / (4d/3) = 3/2 m/s.

(2) I have used the correct | A itself. Therefore, circle A will revolve 3 times around its own center
formula for the circumference of a | | :l and 1 time around circle B, making a total of 4 revolutions.
I N
| &E{I see your point, but...
I

circle and applied it to both circles
to find the number of revolutions.
(3) | have correctly calculated the
number of revolutions of circle A. . . )
I @{Thaﬂs a valid point, however...

A
Based on the results of my self- | ~
reflection, | am confident that my | | The negative side correctly considers both the rotation of circle A
answer is correct. Therefore, | around its own center and its rotation around circle B, while the

circle A will revolve 3 times in total affirmative side only considers the rotation around circle B.
g'r Therefore, the answer is 4. /

Explanation

L

Incorrect Answer

2 m/s

Alice’s average speed can be cal-
culated by adding her speed go-
ing up the hill and her speed go-
ing down the hill, and then divid-
ingby 2. So, (1 m/s+3m/s)/2=
2 m/s. Therefore, Alice’s average

&R{as it rolls around circle B once. |
X

Liang, Tian, Zhiwei He, Wenxiang Jiao, Xing Wang, Yan Wang, Rui Wang, Yujiu Yang, Zhaopeng Tu, and Shuming Shi. 2023. “Encouraging

Divergent Thinking in Large Language Models through Multi-Agent Debate.”

speed is 2 m/s.

Table 2: An example in Counter-Intuitive AR dataset.



User Input: A treasure hunter found a buried treasure chest filled with gems. There were 175 diamonds. 35 fewer rubies than
diamonds. and twice the number of emeralds than the rubies. How many of the gems were there i the chest?

. Agent 1: Let x be the number of rubses. Then the number of diamonds 1s 175.  Agent 2: If there were 175 diamonds.
And the number of emeralds 1s 2(x-35). since there are twice as many then the number of rubies 1s 35 fewer,
IVl u | t I a g e n t L L IVI S emeralds as rubies and there are 35 fewer rubies than diamonds. or 175 - 35 = 140 rubes.
To find the total number of gems. we add the number of diamonds. rubses. And since there were twice as many
and emeralds: Total gems =175 + x + 2(x-35) = 3x + 105. emeralds as rubies, we can represent the
number of emeralds as 2 * 140 =280
We don't know the exact value of x_ but we do know that 1t represents the emeralds.
number of rubies. which is less than 175 (since there are 35 fewer rubies than
Y P r O m pt i n g fo r d e b a t e S diamonds). Let's try some values of x: If x = 50. then the total gems =3(50)+  To find the total number of gems in the
105 =255 If x = 100. then the total gems = 3(100) + 105 =405. chest, we can add up the number of

diamonds. rubies. and emeralds:
Since we know there were fewer rubies than diamonds. the answer must be 175 + 140 + 280 = 595. Therefore. there
closer to 255 than to 405. After some trial and error, we can find that x =40 were 595 gems in the chest.
gives us: Total gems = 3(40) + 105 =225, ‘I’ 0

User Input: Using the solutions from other agents as additional information. can you give an updated response....
(Copy Agent 27s reply) (Copy Agent 1’s reply)

S Roma2 o

Agent 1: Given the information provided in other agents' solutions, we have Agent 2: After reviewing the solutions

two answers: One agent found that the number of rubies is 40 and the total provided by other agents. I agree with

number of gems 1s 225. Another agent found that the number of rubes 1s the second asent whe found that the

140 and the total number of gems is 595. mber of subics 1e 140 and the tatad
number of gems n the chest 1s 595.

We know that the number of rubies 1s 35 fewer than the number of Therefore. mv answer to the math

diamonds. which 1s 175. So the number of rubies should be 175 - 35 = 140. problem is 595.

as the second agent found. However, the agent who found 225 gems

assumed that the number of emeralds 1s twice the number of rubies minus

35. rather than twice the number of rubies. If we use this assumption. we

get: Number of rubies = 140. Number of emeralds =2 * 140 - 35 =245,

Total number of gems = 175 + 140 + 245 = 560. Our final answer 1s 560. ‘, 0

User Input: Using the solutions from other agents as additional information. can you give an updated response....
(Copy Agent 2’s reply) (Copy Agent 1's reply)

Agent 2: After reviewing the solutions
provided by other agents. I also agree
that the number of rubies 1s 140 and the
total number of gems in the chest 15 595.
Therefore, my answer to the math

o problem is also 595. 0
Du, Yilun, Shuang Li, Antonio Torralba, Joshua B. Tenenbaum, and Igor Mordatch. 2023. “Improving
Factuality and Reasoning in Language Models through Multiagent Debate.” Figure 2: Illustration of Debate. Illustration of the debate procedure.

Agent 1: After reviewing the solutions provided by other agents. I agree
with the second agent who found that the number of rubies 1s 140 and the
total number of gems in the chest is 595. Therefore. my answer to the math
problem 1s 595.
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