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Overview

• Motivations for the Course

• The origin of Machine Learning

• ML and Web Data

• Generative AI:

• Origin and Historical Development

• Training and Using GenAI methods

• Limitations and Risks



Overview

• Deep Learning and Web Applications: Motivations & Perspectives

• Web, User-generated contents, Social Media

• The role of learning. What is Machine Learning?

• Neural Network training: the role of Depth

• Advanced Deep Learning methods

• Convolutional Networks for Image Processing 

• Transformers and Data Encoding

• Generative AI: Large Language Models and Fondational Models

• Multimodal Deep Learning architectures

• Applications

• Sentence and Text Classification, Textual Inference

• Generative AI, Dialogue and Human Robotic Interfaces

• Prompt Engineering for Problem Solving, Reasoning and Domain Adaptation 
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Internet statistics
(source: https://datareportal.com/global-digital-overview )
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https://datareportal.com/global-digital-overview






























Locating Information …



… its consequences



Did you know 2025? (on You Tube)
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https://www.youtube.com/watch?v=FTRJlmN6jeU


Do you know
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Dealing with real Social media data



What is Data and Web Mining?

• Web Mining refers to a body of technologies currently needed for the 

exploitation of publicly available information from the Web and the IoT

• Contents: data but also … PEOPLE, LOCATIONS, EVENTS, CONCEPTS, 

TEMPORAL INFORMATION …

• Relations:

• Links within structured networks (retweets, follows, …)

• Thematic, interpersonal and semantic associations

• Similarities and Analogies among people, behaviours, preferences

• On-Line Structured and semi-structured resources (e.g. Wikipedia)

• Textual, Multimedia and Multilingual Contents

• Trends e time-related information (community on-line behaviours)

• Opinions, Preferences, Expectations
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Why  IR?

• The volumes involved in Web Mining pose the crucial problem of 

locating information beforehand

• Automatic information access is possible only if we solve the two 

major challenges

• What is relevant

• Where the relevant information is located

• Searching information corresponds to computing an uncertain 

function that models the mapping between information needs and the 

targeted data
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Machine Learning vs IR?

• Web mining involve heterogeneous information that is characterized 

search as strongly uncertainy process 

• The available information is characterized by:

• Incompleteness: 

• Short queries as an incomplete description of the information need

• Variability: Wealth of data vs. heterogeneity of formats and access modes

• Contents are dispersed in various forms across data sources

• Vague Requirements

• Information is often implicit (i.e. partially and qualitatively expressed) in the 

operational contexts

• Subjectivity

• Relevance depends on the user and not just on the contents

• Timeliness

• Authority
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Machine Learning vs. IR

• Uncertainty os so pervasive that exhaustive solutions (i.e. global 

optima) are not available or even not existing

• “Finding diamonds in the rough”  (Fan Chung, UCSD)
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Machine Learning vs. IR

• ML technologies offer a wide variety of algorithms, strategies and 

techniques for the induction of sub-optimal, but surprisingly effective, 

solutions from available data

• Through learning data can be effectively used to suggest retrieval

hypothesis, that are models of the mapping function (Learning to 

search)

• What is the target of the learned function? To improve computational

aspects of the currently applied processes, such as

• Decision Accuracy (i.e. best answers first): it depends on data semantics

• System Responsiveness (i.e. reducing speed of the retrieval process)

• Resource usage (i.e. more effective with less memory or input data)

28



Machine Learning

• Machine learning is the study of computer algorithms that allow 
computer programs to automatically improve through 
experience. (Tom Mitchell, Machine Learning, McGraw-Hill,1997)

• The evidence of the success of a learning process corresponds to the 
possibility of observing a measurable increment P of performances 
in solving a task C on the basis of experiences E that the agent is
able to gather during its lifecycle.

• The nature and complexity of the learning ability is fully confined to 
the ability of characterizing the primitive notions here involved:

• TASK C

• PERFORMANCE P

• EXPERIENCE E
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Experience and Learning

• Forms of experiences

• In chess games: 

• Data on previous matches, such as won challenges (or defeats) able to 

gather the utility (o inadequacy) of the strategies or moves there carried

out. 

• Evaluation about individual moves offered by an external teacher (oracle, 

guide). 

• Adequacy of individual behaviour derived from self-observation, such as

the capablilty of analyising matches against itself based on a existing

explicit model of the rules and strategies of the game.
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ML: a visual introduction

• See URL: http://www.r2d3.us/visual-intro-to-machine-learning-part-

1/?imm_mid=0d76b4&cmp=em-data-na-na-newsltr_20150826
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http://www.r2d3.us/visual-intro-to-machine-learning-part-1/?imm_mid=0d76b4&cmp=em-data-na-na-newsltr_20150826


The mathemathics of Learning

• Learning corresponds to the induction of mathematical function (i.e. 
the decision rules) that may have a discrete as well as a continuous
behaviour:

• Logical functions, (ad es., decision trees)

• Learning the rules that better explain the data

• Induction: Recursive search for necessary and sufficient conditions.

• Probabilistic Approaches:

• Learning what is most likely to be the better decision, according to an hypothesis
about the input distribution (e.g., Bayesian classification)

• Induction: Estimate the Posterior Probability (as parameters of known laws).

• Metric Approaches

• Decision as discrimination in metric spaces (e.g. linear and non linear functions)

• K-NN

• Linear Classifiers, perceptrons, Neural Networks, Support Vector Machines,…

• Modeling as vectorial embedding, spectral analysis (space transformations)

• Induction: determine the optimal parametrization from specific function classes 
(e.g. multilayer networks, polynomials of degree n)
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Es. Decision Tree Learning



Unsupervised Learning

• When no oracle or knowledge of the task is available, learing may still

be applied in several approaches:

• Improve the current world model (knowledge acquisition/discovery)

• Improve the efficiency of the currently available algorithms, through

computational optimization

• Better data structures representing the problem and the domain

• Reduction of the processing steps required by the current models
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Unsupervised Learning

• Example:
• Organize an MP3 collection in groups through the gathering of songs

(clustering) with similar audio properties in the same groups (e.g.
musical genres): the results is naturally hierarchical

• The algorithms for searching music are improved as the hierarchy
favors the faster location of songs, according to musical properties
(i.e. the genres of similar song): prunnig during search is made
possible.

35

The induced hierachical model expresses a system of classes and 

relations able to imptove future interaction with the song collection

It has been discovered from data

No top-down design has been applied, as in knowledge engineering, 

but only bottom-up inferences (i.e. generalization from data)



Altre dimensioni

• Suono, musica: Shazam

• Music Map (http://www.music-map.com)
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https://www.music-map.com/


Deep Learning

• See next lesson slides
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