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OVERVIEW

INTRODUCTION TO THE OVERALL NOTION OF SENTIMENT ANALYSIS
* THE DEFINTION OF SENTIMENT AND SUBJECTVITY
* THE MODEL FOR THE TASKS
* TYPES OF OPINION MINING TASKS

MAJOR APPROACHES TO THE DIFFERENT TASKS
KNOWLEDGE AND LEXICAL RESOURCES FOR OM
ARCHITECTURAL AND TECHNOLOGICAL ISSUES
EVALUATION AND BENCHMARKING CHAMPAIGN

NEURAL APPROACHES TO SA
* SA IN TWITTER



A WEB OF PEOPLE AND OPINIONS

* 31.7% OF THE MORE THAN 200 MILLION BLOGGERS
WORLDWIDE BLOG ABOUT OPINIONS ON PRODUCTS AND
BRANDS (UNIVERSAL MCCANN, JULY 2009)

* 71% OF ALL ACTIVE INTERNET USERS READ BLOGS.

e 2009 SURVEY OF 25,000 INTERNET USERS IN 50 COUNTRIES:
70% OF CONSUMERS TRUST OPINIONS POSTED ONLINE BY
OTHER CONSUMERS (NIELSEN GLOBAL ONLINE CONSUMER, 2010).
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~ SOCIAL MEDIA & DIGITAL CULTURE

~  THE SOCIAL PATH TO PURCHASE MOTIVATIONS FOR USING SOCIAL MEDIA

% whao say they do the following applies to them % who say the following are among their main reasons for using social media

01624  @2534 ® 3544 ® 4554 © 5564
©Global @16-24 ®25-34 ®3544  ©4554 @ 55-64

45% 399,
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ads on social for discovery To find funny or entertaining content General networking with other people

@ Discover brands/products via

43% 389,
32% 30% 25% 31% 32% 31% 28% 25%

L Discover brands/products via
= recommendations on social

To fill up spare time To research/find products to buy

40% 40% 38% 39% 36%

31% 30% 28% 26%

. . . 23%

To stay up-to-date with news and current events Because a lot of my friends are on them

4 e Research products online
Qvia social networks

39% 37% 37% 37% 37%
30%  28% 4%

19% 439,

To stay in touch with what my friends are doing To meet new people

L ) | 35% 33%
~_ A'buy' button would increase IR et Y Y T 29% 30% 28% 24% ,0
“5% chance of purchase : m

To share photos or videos with others To share my opinion

Q@ Lots of likes/good comments
would increase chance
of purchase



https://blog.hootsuite.com/twitter-demographics/

“First, they do an on-line search.”



AUTHORITY

DOES THE OPINION OF ONE USER (E.G. A BLOGGER) ACTUALLY MATTER?

“IF A TREE FALLS IN A FOREST AND NO ONE IS AROUND TO HEAR
IT, DOES IT MAKE A SOUND¢”

AUTHORITY AND REPUTATION OF USERS ARE KEY FACTORS TO
UNDERSTAND AND ACCOUNT FOR THEIR OPINIONS



WHAT IS OM?

OPINION MINING OR ALSO SENTIMENT ANALYSIS IS THE COMPUTATIONAL
STUDY OF OPINIONS, SENTIMENTS AND EMOTIONS EXPRESSED IN TEXT

HOW TO MODEL, CODE AND COMPUTE THE IRRATIONAL ASPECTS OF OUR
AFFECTS IN AN ANALYTICAL WAY ...

IT DEALS WITH RATIONAL MODELS OF EMOTIONS, RUMORS AND TRENDS
WITHIN USER COMMUNITIES

... AND WITH THE WORD-OF-MOUTH INSIDE SPECIFIC DOMAINS
IT HAS TO INTEGRATE OBJECTIVE MODELS OF SUBJECTIVE BEHAVIORS



WHAT IS OM2 (2)

* OPINION MINING OR SENTIMENT ANALYSIS INVOLVE MORE THAN ONE
LINGUISTIC TASK

e WHAT IS THE OPINION OF A TEXT
* WHO IS AUTHOR (OR OPINION HOLDER, OH)
« WHAT IS THE OPINION TARGET (OBJECT)
 WHAT ARE THE FEATURES OF THE OBJECT
« WHAT IS THE SUBJECTIVE POSITION OF THE USER WRT TO THE OBJECT OR THE
INDIVIDUAL FEATURES

* WHAT ABOUT THE (DYNAMICS OF) OPINIONS OF LARGE OH COMMUNITIES



INTRODUCTION — FACTS AND OPINIONS

* TWO MAIN TYPES OF INFORMATION ON THE WEB.
* FACTS AND OPINIONS

* CURRENT SEARCH ENGINES SEARCH FOR FACTS (ASSUME THEY ARE TRUE)
* FACTS CAN BE EXPRESSED WITH TOPIC KEYWORDS.

* SEARCH ENGINES SHOULD ALSO BE ABLE TO SEARCH FOR OPINIONS
* OPINIONS ARE HARD TO EXPRESS WITH A FEW KEYWORDS
* HOW DO PEOPLE THINK OF MOTOROLA CELL PHONES?

* CURRENT SEARCH RANKING STRATEGY IS NOT APPROPRIATE FOR OPINION
RETRIEVAL/SEARCH.

Bing Liu, UIC ACL-07



INTRODUCTION
USER GENERATED CONTENT

* WORD-OF-MOUTH ON THE WEB

* ONE CAN EXPRESS PERSONAL EXPERIENCES AND OPINIONS ON ALMOST ANYTHING, AT REVIEW
SITES, FORUMS, DISCUSSION GROUPS, BLOGS ..., (CALLED THE USER GENERATED CONTENT.)

* THEY CONTAIN VALUABLE INFORMATION

* WEB/GLOBAL SCALE
*  NO LONGER LIMITED TO YOUR CIRCLE OF FRIENDS

* GRAPH-BASED MODELS

* FOCUS OF THIS LESSON: TO MINE OPINIONS EXPRESSED IN THE USER-GENERATED CONTENT
e AN INTELLECTUALLY VERY CHALLENGING PROBLEM.
* PRACTICALLY VERY USEFUL.



OPINION SEARCH (uiu, wee baTA MINING BOOK, 2007)

* CAN YOU SEARCH FOR OPINIONS AS CONVENIENTLY AS GENERAL WEB
SEARCH?

* WHENEVER YOU NEED TO MAKE A DECISION, YOU MAY WANT SOME
OPINIONS FROM OTHERS,

* WOULDN'T IT BE NICE2 YOU CAN FIND THEM ON A SEARCH SYSTEM INSTANTLY,
BY ISSUING QUERIES SUCH AS

* OPINIONS: “SAMSUNG CELL PHONES”
* COMPARISONS: “SAMSUNG VS. MOTOROLA”

* CANNOT BE DONE YET!

Bing Liu, UIC ACL-07



TWO TYPES OF EVALUATION

* DIRECT OPINIONS: SENTIMENT EXPRESSIONS ON SOME

OBIJECTS, E.G., PRODUCTS, EVENTS, TOPICS, PERSONS

* E.G,, “THE PICTURE QUALITY OF THIS CAMERA IS GREAT”
* SUBJECTIVE

* COMPARISONS: RELATIONS EXPRESSING SIMILARITIES OR
DIFFERENCES OF MORE THAN ONE OBJECT. USUALLY

EXPRESSING AN ORDERING.

* E.G,, “CAR X IS CHEAPER THAN CAR Y.”
* OBJECTIVE OR SUBJECTIVE.

Bing Liu, UIC ACL-07



OPINION SUMMARIZATION THROUGH
VISUAL COMPARISON (1 et AL www-2005)

+
= Summary of
reviews of Cell
Bl Phone 1

Voice Screen Battery  Size Weight

= Comparison of +
reviews of — —

Bl Cell Phone 1

[ ] Cell Phone 2

STSC, Hawaii, May 22-23,
2010 = R
Bing Liu




FIND THE OPINION OF A PERSON ON X

* IN SOME CASES, THE GENERAL SEARCH ENGINE CAN HANDLE [T, I.E., USING
SUITABLE KEYWORDS.

* BILL CLINTON’S OPINION ON ABORTION

* REASON:

* ONE PERSON OR ORGANIZATION USUALLY HAS ONLY ONE OPINION ON A
PARTICULAR TOPIC.

* THE OPINION IS LIKELY CONTAINED IN A SINGLE DOCUMENT.
* THUS, A GOOD KEYWORD QUERY MAY BE SUFFICIENT.

Bing Liu, UIC
ACL-07



FIND OPINIONS ON AN OBJECT X

PRODUCT REVIEWS ARE PERFECT EXAMPLES:

* SEARCHING FOR OPINIONS IN PRODUCT REVIEWS IS DIFFERENT FROM GENERAL WEB SEARCH.
E.G., SEARCH FOR OPINIONS ON “HUAWEI NOVA 9~

* GENERAL WEB SEARCH FOR A FACT: RANK PAGES ACCORDING TO SOME AUTHORITY AND
RELEVANCE SCORES.

* THE USER VIEWS THE FIRST PAGE (IF THE SEARCH IS PERFECT).
* ONE FACT = MULTIPLE FACTS

* OPINION SEARCH: RANK IS DESIRABLE, HOWEVER

* READING ONLY THE REVIEW RANKED AT THE TOP IS DANGEROUS BECAUSE IT IS ONLY THE OPINION
OF ONE PERSON.

* ONE OPINION = MULTIPLE OPINIONS

Bing Liu, UIC ACL-07



SEARCH OPINIONS (CONTD)

* RANKING:

* PRODUCE TWO RANKINGS
* POSITIVE OPINIONS AND NEGATIVE OPINIONS
e SOME KIND OF SUMMARY OF BOTH, E.G., # OF EACH

* OR, ONE RANKING BUT

* THE TOP (SAY 30) REVIEWS SHOULD REFLECT THE NATURAL DISTRIBUTION OF
ALL REVIEWS (ASSUME THAT THERE IS NO SPAM), L.E., WITH THE RIGHT
BALANCE OF POSITIVE AND NEGATIVE REVIEWS.

* QUESTIONS:
* SHOULD THE USER READS ALL THE TOP REVIEWS2 OR
* SHOULD THE SYSTEM PREPARE A SUMMARY OF THE REVIEWS?

Bing Liu, UIC
ACL-07



REVIEWS ARE SIMILAR TO SURVEYS

* REVIEWS CAN BE REGARDED AS TRADITIONAL SURVEYS.

* IN TRADITIONAL SURVEY, RETURNED SURVEY FORMS ARE TREATED AS
RAW DATA.

* ANALYSIS IS PERFORMED TO SUMMARIZE THE SURVEY RESULTS.
* E.G., % AGAINST OR FOR A PARTICULAR ISSUE, ETC.

* IN OPINION SEARCH,
* CAN A SUMMARY BE PRODUCED?
* WHAT SHOULD THE SUMMARY BE?

Bing Liu, UIC
ACL-07



FEATURES: OPINIONS VS. MENTIONS

* PEOPLE TALKED A LOT ABOUT PRICES THAN OTHER FEATURES. THEY

ARE QUITE POSITIVE ABOUT PRICE, BUT NOT BOUT MAPS AND

SOFTWARE.

GPS-BUZZ w/leg

GP5-BUZZ w/Neg

Size

ther
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SENTIMENT ANALYSIS IS CHALLENGING!

“THIS PAST SATURDAY, | BOUGHT A NOKIA PHONE AND MY
GIRLFRIEND BOUGHT A MOTOROLA PHONE WITH BLUETOOTH.
WE CALLED EACH OTHER WHEN WE GOT HOME. THE VOICE
ON MY PHONE WAS NOT SO CLEAR, WORSE THAN MY
PREVIOUS PHONE. . MY
GIRLFRIEND WAS QUITE HAPPY WITH HER PHONE. | WANTED A
PHONE WITH GOOD SOUND QUALITY. SO MY PURCHASE WAS
A REAL DISAPPOINTMENT. I RETURNED THE PHONE YESTERDAY.”



... AND CORRESPONDS TO A VERY COMPLEX PROCESS!!
: Ny

Data/Web Domain and User

preferences

Appraisal

model

Development of

Semantic

Linguisticresources Lexicons

Subjectivity
Sy Lexicon
Opinion

Mining
. Subjectvity
Sentiment Model
Recognition - .

Classification Product/Feature
Model

Polarity Model

Opinion e
= X Summarization
Summarization Model

(Reporting)




Subjectvity
[

TASKS

Product/Feature
Meodel

DATA GATHERING :
* OBJECTIVE: TO ACCESS INFORMATION RELEVANT TO UNDERSTAND USER OPINIONS
* RESOURCES: INDIVIDUAL PROFILES, COMMUNITY SITES, BLOGS

LINGUISTIC RESOURCES DEVELOPMENT:

* OBJECTIVE: TO DEVELOP LINGUISTIC MODELS (AS ONTOLOGIES, DICTIONARIES,
EMBEDDINGS, ...)

* RESOURCES: GENERAL-PURPOSE CORPORA, DOMAIN CORPORA, OPINION DATASETS
* OUTCOME: SEMANTIC LEXICONS, SUBJECTIVITY LEXICONS

SENTIMENT RECOGNITION:
* SUBTASKS: SUBJECTIVITY, ASPECT AND POLARITY RECOGNITION, OPINION SUMMARIZATION
* RESOURCES: SUBJECTIVITY MODELS, APPRAISAL MODELS, POLARITY MODELS

OPINION SUMMARIZATION:
* OBIJECTIVE: SUMMARIZE OPINIONS ACROSS LARGE USER COMMUNITIES




~— & Cartoonbank.com
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“I'd like your bonest, unbiased and possibly
career-ending opinion on something.”




NL VS. OPINIONS

* ALTHOUGH SUBJECTIVITY SEEMS TO PRESERVE ACROSS DOMAINS AND
SUBLANGUAGES, KNOWLEDGE ABOUT SUBJECTIVITY (E.G. AFFECTIVE
LEXICONS) IS NOT FULLY PORTABLE

* FOR EXAMPLE, THE POLARITY OF SOME TERMS CHANGE ACROSS DOMAINS
(EG. (O SMALLLAPTOPS VS. () SMALL TV SCREEN)

* THESE ISSUES TRIGGER A NUMBER OF INDUCTIVE TASKS

* HOW TO MODEL THE UNCERTAINTY OF LEXICAL INFORMATION WITH RESPECT TO
SUBJECTIVITY

* HOW TO VALIDATE (OR ADAPT) EXISTING LEXICONS TO NEWER DOMAINS
e HOW TO ACQUIRE NOVEL LEXICAL INFORMATION
* HOW TO SUPPORT INFERENCE ACCORDING TO THE ABOVE LEXICAL INFORMATION



S

. TWO (CLOSELY RELATED) NOTIONS

SUBJECTIVITY AND EMOTION

 SENTENCE SUBJECTIVITY:

* AN OBJECTIVE SENTENCE PRESENTS SOME FACTUAL INFORMATION WHILE A
SUBJECTIVE SENTENCE EXPRESSES SOME PERSONAL FEELINGS, VIEWS , EMOTIONS
OR BELIEFS

* EMOTION:
* EMOTIONS ARE PEOPLE’S SUBJECTIVE



TASKS: DEFINITIONS AND MODELS

* * OPINION MINING - THE ABSTRACTION
* DOMAIN LEVEL SENTIMENT CLASSIFICATION
* SENTENCE LEVEL SENTIMENT ANALYSIS

* FEATURE-BASED SENTIMENT ANALYSIS AND
SUMMARIZATION

* SUMMARY

Bing Liu, UIC
ACL-07



OPINION MINING — THE ABSTRACTION

(HU AND LIU, KDD-04)

* BASIC COMPONENTS OF AN OPINION

* OPINION HOLDER: A PERSON OR AN ORGANIZATION THAT HOLDS AN SPECIFIC
OPINION ON A PARTICULAR OBJECT.

e OBJECT: ON WHICH AN OPINION IS EXPRESSED

* OPINION: A VIEW, ATTITUDE, OR APPRAISAL ON AN OBJECT FROM AN
OPINION HOLDER.

* OBJECTIVES OF OPINION MINING: MANY ...

* WE USE CONSUMER REVIEWS OF PRODUCTS TO DEVELOP THE IDEAS.
OTHER OPINIONATED CONTEXTS ARE SIMILAR.

Bing Liu, UIC ACL-07



OBJECT /ENTITY

DEFINITION (OBJECT): AN OBJECT O IS AN ENTITY WHICH CAN BE A
PRODUCT, PERSON, EVENT, ORGANIZATION, OR TOPIC. O IS REPRESENTED
AS A TREE OR TAXONOMY OF COMPONENTS (OR PARTS), SUB-
COMPONENTS, AND SO ON.

* EACH NODE REPRESENTS A COMPONENT AND IS ASSOCIATED WITH A SET OF
ATTRIBUTES.

* OIS THE ROOT NODE (WHICH ALSO HAS A SET OF ATTRIBUTES)

AN OPINION CAN BE EXPRESSED ON ANY NODE OR ATTRIBUTE OF THE
NODE.

TO SIMPLIFY, “FEATURES” IS USED TO REPRESENT BOTH COMPONENTS
AND ATTRIBUTES.
* THE TERM “FEATURE” SHOULD BE UNDERSTOOD IN A BROAD SENSE,
* PRODUCT FEATURE, TOPIC OR SUB-TOPIC, EVENT OR SUB-EVENT, ETC

NOTE: THE OBJECT O ITSELF IS ALSO A FEATURE.



A MODEL OF A REVIEW

* AN OBJECT IS REPRESENTED WITH A FINITE SET OF FEATURES,
==t 2 e e

* EACH FEATURE F; IN F CAN BE EXPRESSED WITH A FINITE SET OF WORDS OR PHRASES
W,, WHICH ARE SYNONYMS.

THAT IS TO SAY: WE HAVE A SET OF CORRESPONDING SYNONYM SETS
W = {W,, W,, ..., W,} FOR THE FEATURES.

* MODEL OF A REVIEW: AN OPINION HOLDER J COMMENTS ON A SUBSET OF THE
FEATURES S, € F OF AN OBJECT O.

* FOR EACH FEATURE Fy € S, THAT J COMMENTS ON, HE/SHE
* CHOOSES A WORD OR PHRASE FROM W, TO DESCRIBE THE FEATURE, AND
* EXPRESSES A POSITIVE, NEGATIVE OR NEUTRAL OPINION ON F,.

Bing Liu, UIC ACL-07



OPINION MINING TASKS

e AT THE DOCUMENT (OR REVIEW) LEVEL:
TASK: SENTIMENT CLASSIFICATION OF REVIEWS
* CLASSES: POSITIVE, NEGATIVE, AND NEUTRAL

* ASSUMPTION: EACH DOCUMENT (OR REVIEW) FOCUSES ON A SINGLE
OBJECT O (NOT TRUE IN MANY DISCUSSION POSTS) AND CONTAINS
OPINION FROM A SINGLE OPINION HOLDER.

e AT THE SENTENCE LEVEL:
TASK 1: IDENTIFYING SUBJECTIVE/OPINIONATED SENTENCES
* CLASSES: OBJECTIVE AND SUBJECTIVE (OPINIONATED)
TASK 2: SENTIMENT CLASSIFICATION OF SENTENCES
* CLASSES: POSITIVE, NEGATIVE AND NEUTRAL.

* ASSUMPTION: A SENTENCE CONTAINS ONLY ONE OPINION
* NOT TRUE IN MANY CASES.
* THEN WE CAN ALSO CONSIDER CLAUSES.



OPINION MINING TASKS (CONTD)

* AT THE FEATURE LEVEL:

TASK 1: IDENTIFYING AND EXTRACTING OBJECT FEATURES THAT HAVE BEEN
COMMENTED ON IN EACH REVIEW.

TASK 2: DETERMINING WHETHER THE OPINIONS ON THE FEATURES ARE
POSITIVE, NEGATIVE OR NEUTRAL IN THE REVIEW.

TASK 3: GROUPING FEATURE SYNONYMS.
* PRODUCE A FEATURE-BASED OPINION SUMMARY OF MULTIPLE REVIEW S

* OPINION HOLDERS: IDENTIFY HOLDERS IS ALSO USEFUL, E.G., IN NEWS
ARTICLES, ETC, BUT THEY ARE USUALLY KNOWN IN USER GENERATED
CONTENT, I.E., THE AUTHORS OF THE POSTS.

Bing Liu, UIC ACL-07



MORE AT THE FEATURE LEVEL

F: THE SET OF FEATURES
W: SYNONYMS OF EACH FEATURE

* PROBLEM 1: BOTH F AND W ARE UNKNOWN.
* WE NEED TO PERFORM ALL THREE TASKS:

* PROBLEM 2: F IS KNOWN BUT W IS UNKNOWN.

* ALL THREE TASKS ARE NEEDED. TASK 3 IS EASIER. IT BECOMES THE PROBLEM OF
MATCHING DISCOVERED FEATURES WITH THE SET OF GIVEN FEATURES F.

* PROBLEM 3: W IS KNOWN (F IS KNOWN TOOQO).
* ONLY TASK 2 IS NEEDED.

Bing Liu, UIC ACL-07
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TASKS: DEFINITIONS AND MODELS

* OPINION MINING — THE ABSTRACTION
* * DOCUMENT LEVEL SENTIMENT CLASSIFICATION
* SENTENCE LEVEL SENTIMENT ANALYSIS
* FEATURE-BASED SENTIMENT ANALYSIS AND SUMMARIZATION
* SUMMARY

Bing Liu, UIC ACL-07



SENTIMENT CLASSIFICATION

CLASSIFY DOCUMENTS (E.G., REVIEWS) BASED ON THE OVERALL
SENTIMENTS EXPRESSED BY AUTHORS,

* POSITIVE, NEGATIVE, AND (POSSIBLY) NEUTRAL

* SINCE IN OUR MODEL AN OBJECT O ITSELF IS ALSO A FEATURE, THEN SENTIMENT
CLASSIFICATION ESSENTIALLY DETERMINES THE OPINION EXPRESSED ON O IN EACH

DOCUMENT (E.G., REVIEW).
* SIMILAR BUT NOT IDENTICAL TO TOPIC-BASED TEXT CLASSIFICATION.

* IN TOPIC-BASED TEXT CLASSIFICATION, TOPIC WORDS ARE IMPORTANT.

e IN SENTIMENT CLASSIFICATION, SENTIMENT WORDS ARE MORE IMPORTANT, E.G.,
GREAT, EXCELLENT, HORRIBLE, BAD, WORST, ETC.

Bing Liu, UIC ACL-07



UNSUPERVISED REVIEW CLASSIFICATION
(TURNEY, ACL-02)

* DATA: REVIEWS FROM EPINIONS.COM ON
« AUTOMOBILES,
« BANKS,
« MOVIES,
« TRAVEL DESTINATIONS.

e THE APPROACH: THREE STEPS

 STEP 1: FEATURE EXTRACTION
* PART-OF-SPEECH TAGGING

¢ EXTRACTING TWO CONSECUTIVE WORDS (TWO-WORD PHRASES) FROM REVIEWS
IF THEIR TAGS CONFORM TO SOME GIVEN PATTERNS, E.G., (1) JJ, (2) NN.

Bing Liu, UIC ACL-07



STEP 2: ESTIMATE THE SEMANTIC
ORIENTATION OF THE EXTRACTED PHRASES

e STEP 2: ESTIMATE THE SEMANTIC ORIENTATION OF THE EXTRACTED PHRASES
e USE POINTWISE MUTUAL INFORMATION
PMI (word,, word,) = Iog{

P(word, A word,)
P(word,)P(word,)

* SEMANTIC ORIENTATION (SO):

s SO(PHRASE) = PMI(PHRASE, “EXCELLENT”) - PMI(PHRASE, “POOR”)

* USING ALTAVISTA FOR ESTIMATION

* SEARCH TO FIND THE NUMBER OF HITS IN THE INDEXED WEB PAGES TO
COMPUTE PMI AND SO

e THE “NEAR” OPERATOR IS APPLIED TO CONSTRAINT THE SEARCH

Bing Liu, UIC ACL-07



STEP 2: ESTIMATE THE SEMANTIC
ORIENTATION OF THE EXTRACTED PHRASES

o ESTIMATE THE POINTWISE MUTUAL INFORMATION
FOR SEMANTIC ORIENTATION (SO):

SO(PHRASE) = PMI(PHRASE, “EXCELLENT”) - PMI(PHRASE, “POOR”)

HITS(PHRASE NeAr “EXCELLENT”) HITS(“POOR?”)

SO(PHRASE) = LOG,
HITS(PHRASE NEAR “POOR”) HITS(“EXCELLENT”)

Bing Liu, UIC
ACL-07



STEP 3: ESTIMATE THE SO OF THE ENTIRE
TEXT BY AVERAGING

* STEP 3: COMPUTE THE AVERAGE SO OF ALL PHRASES

* CLASSIFY THE REVIEW AS
¢ RECOMMENDED IF AVERAGE SO IS POSITIVE,
* NOT RECOMMENDED OTHERWISE.

* FINAL CLASSIFICATION ACCURACY:
* AUTOMORBILES - 84%
* BANKS - 80%
* MOVIES - 65.83
* TRAVEL DESTINATIONS - 70.53%

Bing Liu, UIC ACL-07



SENTIMENT CLASSIFICATION USING SUPERVISED
MACHINE LEARNING METHODS (PANG ET AL, EMNLP-02)

* THE PAPER APPLIED SEVERAL MACHINE LEARNING TECHNIQUES TO
CLASSIFY MOVIE REVIEWS INTO POSITIVE AND NEGATIVE.

e THREE CLASSIFICATION TECHNIQUES WERE TRIED:
» NAIVE BAYES

* SUPPORT VECTOR MACHINE

* PRE-PROCESSING SETTINGS: NEGATION TAG, UNIGRAM (SINGLE
WORDS), BIGRAM, POS TAG, POSITION.

* SVM: THE BEST ACCURACY 83% (UNIGRAM)

* MORE RECENT APPROACHES APPLY CONVOLUTIONAL NEURAL
NETWORKS AND LSTMS, IMPROVEMENT IS SIGNIFICANT (+5-10%)

Bing Liu, UIC
ACL-07



TASKS: DEFINITIONS AND MODELS

* OPINION MINING — THE ABSTRACTION
* DOCUMENT LEVEL SENTIMENT CLASSIFICATION
* e SENTENCE LEVEL SENTIMENT ANALYSIS

* FEATURE-BASED SENTIMENT ANALYSIS AND
SUMMARIZATION

* SUMMARY

Bing Liu, UIC
ACL-07



SENTENCE-LEVEL SENTIMENT ANALYSIS

* DOCUMENT-LEVEL SENTIMENT CLASSIFICATION IS TOO COARSE FOR MOST
APPLICATIONS.

* LET US MOVE TO THE SENTENCE LEVEL.

* MUCH OF THE WORK ON SENTENCE LEVEL SENTIMENT ANALYSIS FOCUS
ON IDENTIFYING SUBJECTIVE SENTENCES IN NEWS ARTICLES.
* CLASSIFICATION: OBJECTIVE AND SUBJECTIVE.
* ALL TECHNIQUES USE SOME FORMS OF MACHINE LEARNING.

* E.G., USING A NAIVE BAYESIAN CLASSIFIER WITH A SET OF DATA
FEATURES /ATTRIBUTES EXTRACTED FROM TRAINING SENTENCES (WIEBE ET AL. ACL-
99).

Bing Liu, UIC
ACL-07



Sy

~ SENTIMENT ANALYSIS

NEGATIVE NEUTRAL POSITIVE

Totally dissatisfied with the Good Job but | will expect a Brilliant effort gquys! Loved
service, Worst customer lot more in future. Your Work.
care ever,




LET US GO FURTHER?

SENTIMENT CLASSIFICATIONS AT BOTH DOCUMENT AND SENTENCE (OR CLAUSE)
LEVEL ARE USEFUL, BUT

* THEY DO NOT FIND WHAT THE OPINION HOLDER LIKED AND DISLIKED.

A NEGATIVE SENTIMENT ON AN OBJECT
« DOES NOT MEAN THAT THE OPINION HOLDER DISLIKES EVERYTHING ABOUT THE OBJECT.

A POSITIVE SENTIMENT ON AN OBJECT
« DOES NOT MEAN THAT THE OPINION HOLDER LIKES EVERYTHING ABOUT THE OBJECT.

WE NEED TO GO TO THE FEATURE LEVEL.

Bing Liu, UIC ACL-07



BUT BEFORE WE GO FURTHER

* MANY APPROACHES TO OPINION, SENTIMENT, AND SUBJECTIVITY ANALYSIS
RELY ON LEXICONS OF WORDS THAT MAY BE USED TO EXPRESS
SUBJECTIVITY.

(1) He 1s a disease to every team he has gone to.
Converting to SMF 1s a headache.
The concert left me cold.
That guy 1s such a pain.

(2) Early symptoms of the disease include severe
headaches, red eyes, fevers and cold chills, body
pain, and vomiting.




BUT BEFORE WE GO FURTHER

LET US DISCUSS OPINION WORDS OR PHRASES (ALSO CALLED
POLAR WORDS, OPINION BEARING WORDS, ETC). E.G,,

* POSITIVE: BEAUTIFUL, WONDERFUL, GOOD, AMAZING,
* NEGATIVE: BAD, POOR, TERRIBLE, COST SOMEONE AN ARM AND A LEG (IDIOM).

THEY ARE INSTRUMENTAL FOR OPINION MINING (OBVIOUSLY)

THREE MAIN WAYS TO COMPILE SUCH A LIST:
* MANUAL APPROACH: NOT A BAD IDEA, ONLY AN ONE-TIME EFFORT
« CORPUS-BASED APPROACHES
* DICTIONARY-BASED APPROACHES

IMPORTANT TO NOTE:
* SOME OPINION WORDS ARE CONTEXT INDEPENDENT.
* SOME ARE CONTEXT DEPENDENT.

Bing Liu, UIC
ACL-07



SENTIMENT (OR OPINION) LEXICONS

* SENTIMENT LEXICON: LIST OF WORDS OR EXPRESSIONE USED
TO REFER TO PEOPLE’S SUBJECTIVE FEELINGS AND
SENTIMENT /OPINIONS
* NOT JUST INDIVIDUAL WORDS, BUT ALSO PHRASES AND IDIOMS, E.G,,
"COST AN ARM AND A LEG”"
» SENTIMENT BEARING EXPRESSIONS FORM AN ENDLESS VARIETY

* SOME WORK LISTED UP TO 6700 INDIVIDUAL WORDS
* THERE ARE ALSO A LARGE NUMBER OF PHRASES



AFFECTIVE LEXICONS

THEY HAVE BEEN EXTENSIVELY USED IN THE FIELD EITHER FOR LEXICON-BASED
APPROACHES OR IN MACHINE-LEARNING SOLUTIONS

* ADDITIONAL FEATURES
* BOOTSTRAPPING: UNSUPERVISED SOLUTIONS (SEE PREVIOUS)

CAN BE CREATED MANUALLY, AUTOMATICALLY OR SEMI-AUTOMATICALLY
CAN BE DOMAIN-DEPENDENT OR INDEPENDENT
A LOT OF THEM ARE ALREADY AVAILABLE:

* MANUAL
* LIWC: LINGUISTIC INQUIRY AND WORD COUNT (TAUSCZIK, Y.R. & PENNEBAKER, 2014)
. (BRADLEY, M. M., & LANG, P. J. (1999).
* AUTOMATIC:
. (STRAPPARAVA E VALITUTTI, 2004)

. (ESULI E SEBASTIANI, 2006) ...


https://osf.io/y6g5b/wiki/anew/
https://wndomains.fbk.eu/wnaffect.html
https://github.com/aesuli/SentiWordNet

LIWC: LINGUISTIC INQUIRY AND WORD COUNT

|. PSYCHOLOGICAL PROCESSES

Social Processes talk, us, friend 455
Friends pal, buddy, coworker 37
Family mom, brother, cousin 64
_— VDA e e o = = = = 1A e = = = = = = = e = 126 - - 127
| ; Affect Posemo Negemo
IAffECtl\.-'E Processes abandon®  damn® furme® kindn™® privileg™ supporting accept freed™ partie™ I abandon®  enrag® maddening  snob®
Drciti : - abuse® danger® furing kiss™ prize® supportive™  accepta®  freeing party™ abuse® efvie™ madder sob
ositive Emotions abusi® daring fun laidback problem™  supports accepted  freely passion® I abusi™ envious maddest sobbed
I N ive E - accept darlin® funn® larme® profit™ suprem® accepting  freeness peace® ache® BRvy™ maniac™ sobbing
egatl\"“ motions accepta®  daze® furious™ laugh® prarmis™ sure™ accepts freer petfect” I aching evil* masochis®  sobs
I - accepted  dear® fury lazieg® protest surpris® active™ frees™ play advers™ excruciat™  melanchol® solemn®
Amuety accepting  decay® geek” lazy protested  suspicio® admir* friend™ played afraid exhaust™ mess SOrrow™
I accepts defaat™ genaro® liabilit™ protesting  sweet ador® fun playful® I aggravat™  fail® MEssy SOrrY
Aﬂge’ ache® defect® gentle liar proud® sweetheart™  advantag®™  funn® playing aggress™  fake miser® spite™
I aching defenc® gentler libert™ puk® Sweetie™ adventur®  genero® plays I agitat™ fatal® miss stamrmer*
Sadness active™ defans® gentlest lied punish® swaetly Iaﬁection* _lgentle pleasant™ aganiz* fatigu® missed stank
S E— o E— o TR e S o m— — T S WSS o R e — J agony fault™ misses startl*
COgnlthE Processes ador definitely  giggl™ like rage” sweets agreeab™  gentlest pleasing alarm® fear missing steal”
X advantag™  degrad® giver™ likeab™ raging talent™ agreed gently pleasur™ alone feared mistak™ stench™
ﬂSIght adventur™  delectabl®  giving liked rancid® tantrum®™ agreeing giggl® popular® anger® fearful® mock stink™
advers™ delicate® glad likes rape™ tears agreement™ giver® positiv* angr* fearing mocked strain®™
Causation affection™  delicious™  gladly liking raping teas™ agrees giving prais™ anguish™  fears mocker™ strange
afraid deligh® glamor® livel™ rapist™ tehe altight™ glad precious® annoy™ feroc™ mocking stress™
]isc’e:}ajcy aggravat™  depress®™  glamour®  LMAO readiness  temper amaz”™ gladly prettie™ antagoni®  feud® mocks struggl™
aggress” depriv™ gloom™ LOL ready tempers amar® glamar® pretty anx™ fiery molest™ stubbarn™
Tentative agitat™ despair® glor® lone* reassur’ tender® amus® glamour® pride apath® fight™ mooch™ stunk
agoniz® desperat™  glory longing™ rebel™ tense™ aok glor™ privileg® appall® fired moodi® stunned
Certair\ty agaony despis™ goddam™  lose reek™ tens!ng appreciat™  glory prize™ apprehens™ flunk™ moody stung
agree destroy® good loser* regret™ tension®™ assurt good profit™ argh™ foe® moron® stupid®
it agreeab™ destruct®™  goodness  loses reject™ terribl® attachment™ goodness  promis™ argu™ fool* mourn™ stutter®
nhibition . o . . , - - . . . .
agreed determina®™ gorgeous™  losing relax terrific attract gorgeous™  proud arrogan forbid murder submigsive
nclusive agreeing determined gossip™ logs™ relief terrified award™ grace radian® asham® fought nag® suck
agreement™ devastat®™  grace lost reliev™ terrifies awesome  graced readiness assault” frantic™ nast® sucked
— E agrees devil™ graced lous™ reluctan™  terrify beaut™ graceful™ ready asshale™  freak™ needy sucker®
Exclusive alarm™ devot™ graceful®  love rernorse®  terrifying beloved graces reassurt attack™ fright™ neglect™ sucks
alone difficult™ graces loved repress” terror* benefic* graci* relax™ aversi® frustrat™ nerd® sucky
PETCEPtUB| F'rocesses alright™ digni™ graci® lovely resent® thank benefit grand relief avoid® fuck nerous® suffer
Seeing view, saw, look 72
Hearing heard, listen, sound 51
Feeling touch, hold, felt 75
Biological Processes eat, blood, pain 567

Body ache, heart, cough 180


https://www2.fgw.vu.nl/werkbanken/dighum/tools/tool_list/liwc.php

V: Pleasantry

A: Intensity

D: Control
Core Dimensions of Connotative Meaning
Influential factor analysis studies (0Osgood ef al., 1957; Russell, 1980, 2003) arousal
have shown that the three most important, largely independent,
dimensions of word meaning:
» valence (V): positive/pleasure — negative/displeasure

valence

» arousal (A): active/stimulated — sluggish/bored
* dominance (D): powerful/strong — powerless/weak

dominance

Thus, when comparing the meanings of two words,
we can compare their V, A, D scores. For example:

» banquet indicates more positiveness than funeral
* nervous indicates more arousal than /azy
* queen indicates more dominance than delicate



VAD SPACES

Infuriated Alarmed Excited Ecstatic

Devastated Astonished

: Horrified
Panic Shocked

Fear s

Surprised
ARGy Delighted

Frustrated il

Annoyed Irritated Concerned
Contempt Edgaged

Dissatisfied

Disgusted y

Upset Contented

Neutral
Dejected

. Disappointed
Miserable Apathetic
AtEase

Contemplative

Relief

Relaxed

Serene
Tranquil




VAD LEXICONS: EXAMPLES OF ENTRIES

Score] |

Dimension Word ScoreT Word

valence love 1.000 rtoxic 0.008
happy 1.000  nightmare  0.005
happily 1.000  shit 0.000

arousal abduction  0.990  mellow 0.069
exorcism 0.980  siesta 0.046
homicide 0.973  napping 0.046

dominance powerful 0.991  empty 0.081
leadership  0.983  frail 0.069
success 0981 weak 0.045




Description

abduction
abortion
absurd
abundance
abuse
acceptance
accident
ace

ache
achievement
activate
addict
addicted
admired
adorable
adult
advantage
adventure
affection
afraid

Word
No.

621
622
623
624

625
626
627

581
628

546
629
630

WORDS

Valence
Mean(SD)

2.76 (2.06)
3.50 (2.30)
4.26 (1.82)
6.59 (2.01)
1.80 (1.23)
7.98 (1.42)
2.05 (1.19)
6.88 (1.93)
2.46 (1.52)
7.89 (1.38)
5.46 (0.98)
2.48 (2.08)
2.51 (1.42)
7.74 (1.84)
7.81 (1.24)
6.49 (1.50)
6.95 (1.85)
7.60 (1.50)
8.39 (0.86)
2.00 (1.28)

Arousal
Mean(SD)

i i e S S i ke vl vl sl e v
ONO~NN~N=_—co00U0OoNNEBEODUTWWM
NS 0OON 2O WO OOW 2O

Dominance
Mean (SD)

3.49 (2.38)

TOWHWRH WO A
PUOTWND DN
WOhOODROOW

43 (1.84)
3.72 (2.54)
3.46 (2.23)
7.53 (1.94)
5.74 (2.48)

ANEW: AFFECTIVE NORMS FOR ENGLISH

Word
Frequency

1
6
17
13
18
49
33
15
4
65
2
1
3
17
3
25
73
14
18
57



THE MULTIDIMENSIONAL VIEW
ON EMOTIONS

Pleasure

Arousal



CORPUS-BASED APPROACHES

* RELY ON SYNTACTIC OR CO-OCCURRENCE PATTERNS IN LARGE CORPUSES.
(HAZIVASSILOGLOU AND MCKEOWN, ACL-97; TURNEY, ACL-02; YU AND
HAZIVASSILOGLOU, EMNLP-03; KANAYAMA AND NASUKAWA, EMNLP-06; DING AND
LIU, 2007)

« CAN FIND DOMAIN (NOT CONTEXT) DEPENDENT ORIENTATIONS (POSITIVE, NEGATIVE, OR
NEUTRAL).

* (TURNEY, ACL-02) AND (YU AND HAZIVASSILOGLOU, EMNLP-03) ARE SIMILAR.
* ASSIGN OPINION ORIENTATIONS (POLARITIES) TO WORDS/PHRASES.

* (YU AND HAZIVASSILOGLOU, EMNLP-03) IS DIFFERENT FROM (TURNEY, ACL-02) IN THAT
USING MORE SEED WORDS (RATHER THAN TWQO) AND USING LOG-LIKELIHOOD RATIO
(RATHER THAN PMI).



CORPUS-BASED APPROACHES (CONTD)

USE CONSTRAINTS (OR CONVENTIONS) ON CONNECTIVES TO IDENTIFY OPINION
WORDS (HAZIVASSILOGLOU AND MCKEOWN, ACL-97; KANAYAMA AND NASUKAWA,
EMNLP-06; DING AND LIU, SIGIR-07). E.G.,

e CONJUNCTION: CONJOINED ADJECTIVES USUALLY HAVE THE SAME ORIENTATION
(HAZIVASSILOGLOU AND MCKEOWN, ACL-97).

* EG., “THIS CAR IS BEAUTIFUL AND SPACIOUS.” (CONJUNCTION)
* AND, OR, BUT, EITHER-OR, AND NEITHER-NOR HAVE SIMILAR CONSTRAINTS

LEARNING USING

* LOG-LINEAR MODEL: DETERMINE IF TWO CONJOINED ADJECTIVES ARE OF THE SAME
OR DIFFERENT ORIENTATIONS.

* CLUSTERING: PRODUCE TWO SETS OF WORDS: POSITIVE AND NEGATIVE

CORPUS: 21 MILLION WORD 1987 WALL STREET JOURNAL CORPUS.



CORPUS-BASED APPROACHES — AN

LSA EXAMPLE

£ Wordspace viewer - C\Applications\wordspace_viewer\wac_w3_f200_d10000_downcase-LSA_d100.brt

servire; ; v$$0,729
eccellente::j$%0.707 gran::

ottimo:: j$$0.802

buono: n$%0. 761

discreto: j$$0.764

meglio: :r$$0.717

naturalmente:  r&&0. 727
sempre:  r$$0.718

tanto:  con$$0. 704

i$%0.710

tutto:: pro$$0. 7332

facile:: j$%0.703

gualche:;j$$0.703

buon:: j$%0.881

giusto::j$$0.758

sicuro;; j$$0.708

sicuramente: : rE%0.702 migliore:: j$$0.749

perfetto: j$$0.715

o —

4 nr




CORPUS-BASED APPROACHES — A LSA EXAMPLE

E Wordspace viewer - C:\Applications\wordspace_viewer\wac_w3_f200_d10000_downcase-L5A_d100.bd

naLseante: :j$$ol?‘_\_.rom|te\.role: j%$0.745

rivoltante:: j$50.801
schifoso: n$$0. 799

raccapricciants: j$$0.771

orrende::j$$0.791

sgradevole: j$$0,754 orribile:: j$%0. 770

ripugnantes: : j$$0.857

insopportabile: j$50.730
eR : spregevole:: j$$0.745

: 03Ceno: J5E0. 745
iNsensato: : JHsu. 7 /4 odioso: 150,750
disurmnano: 1 15$0.729
eI D inqualificabile: : 1%%0.726
umiliante:: j$$0. 750

inumana:: j$$0.729



DICTIONARY-BASED APPROACHES

* TYPICALLY USE WORDNET’S SYNSETS AND HIERARCHIES TO ACQUIRE
OPINION WORDS
* START WITH A SMALL SEED SET OF OPINION WORDS

* USE THE SET TO SEARCH FOR SYNONYMS AND ANTONYMS IN WORDNET (HU AND LIU,
KDD-04; KIM AND HOVY, COLING-04).

* MANUAL INSPECTION MAY BE USED AFTERWARD.

« USE ADDITIONAL INFORMATION (E.G., GLOSSES) FROM WORDNET
(ANDREEVSKAIA AND BERGLER, EACL-06) AND LEARNING (ESULI AND
SEBASTIANI, CIKM-05).

* WEAKNESS OF THE APPROACH: DO NOT FIND DOMAIN AND/OR
CONTEXT DEPENDENT OPINION WORDS, E.G., SMALL, LONG, FAST.



|
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WORDS

e ADJECTIVES (E.G. HATZIVASSILOGLOU & MCKEOWN 1997, WIEBE
2000, KAMPS & MARX 2002, ANDREEVSKAIA & BERGLER 2006)

* POSITIVE
* NEGATIVE: HARMFUL HYPOCRITICAL INEFFICIENT INSECURE

* IT WAS A MACABRE AND HYPOCRITICAL CIRCUS.
* WHY ARE THEY BEING SO INEFFICIENT 2

* SUBJECTIVE: CURIOUS, PECULIAR, ODD, LIKELY, PROBABLY



WORDS

e ADJECTIVES (E.G. HATZIVASSILOGLOU & MCKEOWN 1997, WIEBE
2000, KAMPS & MARX 2002, ANDREEVSKAIA & BERGLER 2006)

* POSITIVE
* NEGATIVE

* SUBJECTIVE (BUT NOT POSITIVE OR NEGATIVE SENTIMENT):
CURIOUS, PECULIAR, ODD, LIKELY, PROBABLE
* HE SPOKE OF SUE AS HIS PROBABLE SUCCESSOR.
* THE TWO SPECIES ARE LIKELY TO FLOWER AT DIFFERENT TIMES.



WORDS

e OTHER PARTS OF SPEECH (E.G. TURNEY & LITTMAN 2003,
RILOFF, WIEBE & WILSON 2003, ESULI & SEBASTIANI 2006)
* VERBS
* POSITIVE: PRAISE, LOVE
* NEGATIVE: BLAME, CRITICIZE
e SUBJECTIVE: PREDICT

* NOUNS
* POSITIVE: PLEASURE, ENJOYMENT
* NEGATIVE: PAIN, CRITICISM
e SUBJECTIVE: PREDICTION, FEELING



- le

~ ATTITUDE INTENSITY

Table 6.2: Measures of intensity for different attitude types.

Attlitude Tyvpe

Measure of Intensity

Example

Positive Sentiment
Megative Sentiment
Positive Agreement
Megative Agreoment
Positive Arguing
Megative Arguing
Positive Intention
Megative intention
Bpeculation

degree of positiveness
degree of negativeness
degree of agresment
degree of disagreement

degree of certainty /strength of belief
degree of certainty /strength of belief
degree of determination
degree of determination

degree of likelihood

like < lowe
crificize < eTcoriale
mostly agree < agree

mostly disagree <. completely disagree
critical < absolutely critical

showld not < really should not
promise < promise with all my heart
no infenfion < absolutely no imitention
might win < really might win




BOOTSTRAPPING BY PATTERN ACQUISITION
(RILOFF & WIEBE 2003)

{ Enown Subjective
. Vocabulary -

- ___.-"".

",

&

4 Unannetated Text Collection )

unlabeled sentences

subjective patterns

High—Precision Subjective
Sentence Classifier (HP—Suby))

unlabeled sentences

]

High—Precision Objective

subjective sentences

e e e e -]

Sentence Classifier (HP—Oby)

unlabeled senfences

L

objective senfences

Extraction Pattemn
Leamer

T

subjective patterns

Pattem—based Subjective
Senfence Classifier

Figure 1: Bootstrapping Process

subjective
sentences



BING LIU’S OPINION LEXICON

Minqing Hu and Bing Liu. Mining and Summarizing Customer Reviews.
ACM SIGKDD-2004.

B hitp: / /www.cs.vic.edu/~liub /FBS /opinion-lexicon-English.rar

m 6786 words
B 2006 positive

" ... abound, abounds, abundance, abundant, accessable,
accessible, acclaim, acclaimed, acclamation, accolade, accolades,
accommodative, accomodative, accomplish, accomplished,
accomplishment, accomplishments, accurate, ...

B 4783 negative

= . ..., abnormal, abolish, abominable;/abominably, abominate,
abomination, abort, aborted, aborts, abrade, abrasive, ...


http://www.cs.uic.edu/~liub/FBS/opinion-lexicon-English.rar

~ OM RESOURCES: SENTIWORDNET

* SENTIWN (SEBASTIANI & ESULI, 2008)

<€— PN polarity —3»

Positive Subjective Negative

good(2) goodness(2)
moral excellence or admirableness; "there

Term Sense

Position a ¢ Te)
: e e benefit; "for your own good"; "what's the ;

=
5
o
Q
O
&

Obijective

goodness(1) good(3)
that which is good or valuable or useful;

self-realization”

P=0T73,N=0,0=025




SENTIWORDNET

) SentiWordMet - Mozilla Firefox

Eile Modifica Misualizza Cronologia  Segnalibri Strumenti Aiuto

- ™y |:'L|http:_f'_r'Sentiwnrdnet.isti.cnr.itf'search ° | |'-.'l'|Gnog|e | --Jt. I i

* SEMI-AUTOMATIC APPROACH
TO THE DESIGN

UtiliLinks ~  Pid visitati~ 7 Corso: Basi di dati -"Gruppi [ Posta = Benvenuto a H...

X
|'... TEE-:C Finde... Cpinicn mi... Inquirer Ho... didattica.ht... |:']_,Senti... * ||I>|E|

M| sentiwerdhet:

disgusting Search!

ADJECTIVE + A SNA METHODS APPLIED TO

yucky#1  wicked#5 skanky#1 revolting#1l repelling#1

relpellent#z. re;_:ellantfﬁQ Ioat_hsome#; loathly#1  foul#1

distasteful#2 disgusting#1 disgustful#1 P LEXICAL SEMANTICS
1025 00 075 “etactell lnguage", »s lasthaome disease’; "the ea of eating (SEBASTANI & ESULI, 2008)
meat is repellent to me"; "revolting food"; "a wicked stench”

* PAGERANK OVER WORD SENSES

02 SenttWordNet Index - Contact us

— o
e o

- _—
R ——




(MOHAMMAD & TURNEY, 201 3)

« SAIF MOHAMMAD AND PETER D. TURNEY. 2013. CROWD- SOURCING A
WORD-EMOTION ASSOCIATION LEXICON. COMPUTATIONAL INTELLIGENCE,
29(3):436—465.

Term |pusi‘tive |nega‘liv anger |anticipation | disgust fear joy sadness | surprise trust

=)
[y
=)
=]
=)
[ ]

agitated
agitation
agnostic
ago
agonizing
agony
agree
agreeable
agreed
agreeing
agreement
agricultural
agriculture
aground
agua
ahead

aid

aiding

Lo s T s s I e e O ) s s s s s Y Y O e I s Y S )
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=2 =R I=R=R=Rl=R =R =R =R =R =R =R R =R =R =R =]
ololojoo|la|lo|lm|F|R|R|lo|lo|lo|lola|o



https://nrc.canada.ca/en/research-development/products-services/technical-advisory-services/sentiment-emotion-lexicons

=/ /

Plutchik's Wheel of Emotions

[rwo-dimensional creumplex model]

[hvee-dmensiona clrcumplex modal|

Ficure 1. Plutchik’s wheel of emotions. Similar emotions are placed next to each other. Contrasting
emotions are placed diametrically opposite to each other. Radius indicates intensity. White spaces
in between the basic emotions represent primary dyads—complex emotions that are combinations
of adjacent basic emotions. (The image file is taken from Wikimedia Commons.)



TASKS: DEFINITIONS AND MODELS

* OPINION MINING — THE ABSTRACTION
* DOCUMENT LEVEL SENTIMENT CLASSIFICATION
* SENTENCE LEVEL SENTIMENT ANALYSIS

* * FEATURE-BASED SENTIMENT ANALYSIS AND
SUMMARIZATION

* SUMMARY



THE TASKS

* RECALL THE THREE TASKS IN OUR MODEL.

TASK 1: EXTRACTING OBJECT FEATURES (ASPECTS) THAT HAVE BEEN COMMENTED
ON IN EACH REVIEW.

TASK 2: DETERMINING WHETHER THE OPINIONS ON THE FEATURES ARE POSITIVE,
NEGATIVE OR NEUTRAL.

TASK 3: GROUPING FEATURE SYNONYMS.
* SUMMARY

* TASK 2 MAY NOT BE NEEDED DEPENDING ON THE FORMAT OF
REVIEWS.



DIFFERENT REVIEW FORMAT

FORMAT 1 - PROS, CONS AND DETAILED REVIEW: THE REVIEWER IS
ASKED TO DESCRIBE PROS AND CONS SEPARATELY AND ALSO WRITE
A DETAILED REVIEW. EPINIONS.COM USES THIS FORMAT.

FORMAT 2 - PROS AND CONS: THE REVIEWER IS ASKED TO DESCRIBE
PROS AND CONS SEPARATELY. C|NET.COM USED TO USE THIS
FORMAT.

FORMAT 3 - FREE FORMAT: THE REVIEWER CAN WRITE FREELY, IL.E., NO
SEPARATION OF PROS AND CONS. AMAZON.COM USES THIS
FORMAT.

Bing Liu, UIC ACL-07



FORMAT 1

My SLR is on the shelf
by camerafund. Aug 09 ‘04

Pros: Great photos, easy to use, very small
Cons: Battery usage; included memory is stingy.

I had never used a digital camera prior to purchasing th
have always used a SLR ... Read the full review

Format 3

GREAT Camera., Jun 3, 2004
Reviewer: jprice174 from Atlanta, Ga.

| did a lot of research last year before | bought
this camera... It kinda hurt to leave behind my
beloved nikon 35mm SLR, but | was going to Italy,
and | needed something smaller, and digital.

The pictures coming out of this camera are
amazing. The 'auto' feature takes great pictures
most of the time. And with digital, you're not
wasting film if the picture doesn't come out.

Bing Liu, UIC
ACL-07

Format 2

"It is a great digitbal still
camera for this century”
F’e_'l’fgct September 1, 2004

out of 10

Pros:

It's small in size, and the rotatable lens
is great. It's very easy to use, and has
fast response from the shutter. The
LCD has increased from 1.5 into 1.8,
which gives bigger view. It has lots of
modes to choose from in order to take
better pictures.

Cons:

It almost has no cons, it would be better
if the LCD is bigger and it's going to be
best if the model is designedto a
smaller size.
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esign
screen
graphics
size
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memory
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warranty

price
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software
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ARCHITECTURAL AND
TECHNOLOGICAL ISSUES



SA AS TEXT CLASSIFICATION:
SUPERVISED /UNSUPERVISED

SUPERVISED LEARNING METHODS ARE THE MOST COMMONLY USED ONE, YET ALSO
SOME UNSUPERVISED METHODS HAVE BEEN SUCCESSFULLY.

UNSUPERVISED METHODS RELY ON THE SHARED AND RECURRENT CHARACTERISTICS OF
THE SENTIMENT DIMENSION ACROSS TOPICS TO PERFORM CLASSIFICATION BY MEANS
OF HAND-MADE HEURISTICS AND SIMPLE LANGUAGE MODELS.

SUPERVISED METHODS RELY ON A TRAINING SET OF LABELED EXAMPLES THAT DESCRIBE
THE CORRECT CLASSIFICATION LABEL TO BE ASSIGNED TO A NUMBER OF DOCUMENTS.

A LEARNING ALGORITHM THEN EXPLOITS THE EXAMPLES TO MODEL A GENERAL
CLASSIFICATION FUNCTION.



VADER

VADER (VALENCE AWARE DICTIONARY FOR SENTIMENT
REASONING) USES A CURATED LEXICON DERIVED FROM
WELL KNOWN SENTIMENT LEXICONS THAT ASSIGNS A
POSITIVITY /NEGATIVITY SCORE TO 7K+

WORDS /EMOTICONS.

IT ALSO USES A NUMBER OF HAND-WRITTEN PATTERN
MATCHING RULES (E.G., NEGATION, INTENSIFIERS) TO
MODIFY THE CONTRIBUTION OF THE ORIGINAL WORD
SCORES TO THE OVERALL SENTIMENT OF TEXT.

REFERENCE PAPER: HUTTO AND GILBERT. VADER: A

. ICWSM 2014.
VADER IS INTEGRATED INTO NLTK

BEODSTER_DICT =

e

: B_INCR,

B_INCR, j11
B_INCR, "effing": B
INCR, "exceptio
B_INCR 2in”
B_INCR, ' v
_INCR, = INC
] 't B_INCR, "more": 8_1
te”: B_INCR, "reca B INCR

y" 2 B_INCR, “"tremendou
's B_INCR, "unusus

B DECR, “ha


https://ojs.aaai.org/index.php/ICWSM/article/view/14550

THE SUPERVISED CLASSIFICATION PIPELINE

THE ELEMENTS OF A CLASSIFICATION PIPELINE ARE:
L TOKENIZATION

FEATURE EXTRACTION

FEATURE SELECTION

WEIGHTING

LEARNING

PiREE o

e STEPS FROM 1 TO 4 DEFINE THE FEATURE SPACE AND HOW TEXT IS CONVERTED INTO
VECTORS.

e STEP 5 CREATES THE CLASSIFICATION MODEL.



SWISSCHEESE AT SEMEVAL 2016

santance Matrix Convolutional pooled Convolutional pooled Hidden
Feature Map repr. Feature Map repr. Layer

Softmax

X aR™™ €y & R Cp € R"" 0 @ e gmnihi-htl)  CueR™* g gm

* THREE-STAGE PROCEDURE:

1. CREATION OF WORD EMBEDDINGS FOR INITIALIZATION OF THE fiRST
LAYER. WORD2VEC ON AN UNLABELLED CORPUS OF 200M TWEETS.

2. DISTANT SUPERVISED PHASE, WHERE THE NETWORK WEIGHTS AND
WORD EMBEDDINGS ARE TRAINED TO CAPTURE ASPECTS RELATED TO
SENTIMENT. EMOTICONS USED TO INFER THE POLARITY OF A BALANCED
SET OF 90M TWEETS.

3. SUPERVISED PHASE, WHERE THE NETWORK IS TRAINED ON THE PROVIDED
SUPERVISED TRAINING DATA.
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USE CASES

* COVID STUDY (2020): HTTPS://MDPI-

93


https://mdpi-res.com/d_attachment/applsci/applsci-12-03709/article_deploy/applsci-12-03709.pdf?version=1649318517
https://arxiv.org/ftp/arxiv/papers/2006/2006.03541.pdf
Opinion_Mining_Rbas_from_the_ENEL_case_v1.1.pptx

OM: TECHNOLOGICAL DIRECTIONS

* OPEN ISSUES:

* ADAPTIVITY: SEMI-SUPERVISED MODELS, AKA FEW SHOT LEARNING
* FOR THE AFFECTIVE LEXICON ACQUISITION (E.G. LI ET AL., ACL 2009)
* FOR THE REPRESENTATION (ENCODING) OF TARGET TEXTS

 FOR GENERALIZING RESOURCE ACROSS LANGUAGES AND DOMAINS (MULTITASK
LEARNING)

 FINE-GRAINED OM THROUGH
e NEURAL NETS (E.G. (KIM, 2014))

* SOCIAL DYNAMICS THROUGH
* COMPLEX ARCHITECTURES
* MODELS OF SOCIAL PROFILES AND COMUNICATIONS






RECENT BENCHAMRKS ON
TWITTER SENTIMENT ANALYSIS

* ACL SEMEVAL CHAMPAIGNS:
* EXAMPLE 2014, TASK 4:

* EVALITA CHAMPAIGNS:
e EXAMPLE, 2016, ABSITA:


https://alt.qcri.org/semeval2014/task4/
http://sag.art.uniroma2.it/absita/

EVALITA 2023
(HTTPS://WWW.EVALITA.IT/CAMPAIGNS /EVALITA-2023 /TASKS /)

EMIT — CATEGORICAL EMOTION s —==———r'e

aaVe s

' By B
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Dimensional and multidimensional

- emotion analysis



https://www.evalita.it/campaigns/evalita-2023/tasks/
https://di.unito.it/emit23
https://sites.google.com/view/emotivita

- EMOTIVITA (2023)
What, why

EmotivITA includes two tasks, both constraint and unconstraint. In proposing these tasks, we aim to promote
dimensional emotion analysis, a problem who has received increasing attention within the field of sentiment
analysis in the English-speaking community, but not yet so among the Italian speakers.

= Task A: Dimensional emotion regression
Prediction of Valence, Arousal and Dominance values based on a set of Italian sentences and

annotations, using only the target annotated dimension for training.

Task B. Multi-dimensional emotion regression

Prediction of Valence, Arousal and Dominance values based on a set of I[talian sentences and
annotations, using all mentioned dimensions for training (so to exploit possible correlations within

them, see below).
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task description

EMit is organized according to two subtasks, both designed as multilabel classification problems:

» Task A: Categorial Emotion Detection (required): given a text, the system decides the emotions expressed in it or
the absence of emotions. In other words, the text could be classified as neutral, or expressing one or more of the 8
basic emotions defined by Plutchik [8] (anger, anticipation, disqust, fear, joy, sadness, surprise, trust) plus the
additional emotion “love” that is one of the primary dyads in the Plutchik’s wheel of emotions. |

» Task B: Target Detection (optional): given a text, the system decides what is the target addressed by the author of

the text. The text could be classified as addressing the topic, or the direction, or both or neither.




FURTHER REFERENCES

 BO PANG AND LILLIAN LEE. 2008.
FOUND. TRENDS INF. RETR. 2, 1-2 (JANUARY 2008), 1-135.
DOI=HTTP://DX.DOI.ORG /10.1561 /150000001 1

« BING LIU, . HANDBOOK OF NATURAL
LANGUAGE PROCESSING, SECOND EDITION, (EDITORS: N. INDURKHYA AND F. J.
DAMERAU), 2011


http://www.cs.cornell.edu/home/llee/omsa/omsa-published.pdf
https://www.cs.uic.edu/~liub/FBS/SentimentAnalysis-and-OpinionMining.html

AN EXAMPLE USE CASE

e SEE SLIDES ON «SA ON TWITTER AT SEMEVAL 2013»

* MORE INFORMATION IN:

* “INJECTING SENTIMENT INFORMATION IN CONTEXT-AWARE CONVOLUTIONAL
NEURAL NETWORKS” (CROCE ET AL, 2016), SOCIALNLP 2016 PROCEEDINGS,
IJCAIO 2016, NEW YORK. URL:

HTTPS: //SITES.GOOGLE.COM/SITE /SOCIALNLP2016/ .



004_1_SA_over_Twitter.pdf
https://sites.google.com/site/socialnlp2016/

USEFUL RECENT SURVEYS

* ARTIFICIAL INTELLIGENCE REVIEW (2022) 55:5731-5780

, ASURVEY ON SENTIMENT ANALYSIS
METHODS, APPLICATIONS, AND CHALLENGES, MAYUR WANKHADE ET AL., SPRINGER
NATURE B.V. 2022

MAO ET AL., IEEE
TRANSACTIONS ON AFFECTIVE COMPUTING, VOL. 14, NO. 3, JULY-SEPTEMBER 2023.

* INTRODUCES A NUMBER OF CURRENT CORPORA /BENCHMARKS

* FOCUS ON DEEP LEARNING METHODS AND EVALUATION STRATEGIES
e STUDIES THE IMPACT OF PROMPTING STRATEGIES 102


https://doi.org/10.1007/s10462-022-10144-1
https://ieeexplore.ieee.org/document/9881877

TABLE 2

Emotion Models and Label-Word Mappings

Models Basic Emotions Emotion Categories Label-word Mappings
ANGER anger
FEAR fear
. . . 3 055
EK-Ch anger, disgust, fear, joy, ) &'A?OI\,I;: jsj;:lness
12 sadness, surprise !
[12] P POSITIVE _joy
NEGATIVE anger, disgust, fear, sadness
AMBIGUOUS®  surprise
ANGER anger, annoyance, disapproval
FEAR fear, nervousness
SADNESS disappointment, embarrassment,
L sadness, grief, remorse
admiration, amusement, approval, €55, priel, FEmorse
cating. aneer. annOVaroe admiration, amusement, approval,
dit;ap%nin%mént dizapprga\ral JOY caring, desire, excitement, gratitude,
) . confusion, desire, excitement oy, love, optimism, pride, relief
GE-Ca-F27  anger, disgust, fear, joy, : ‘. L ! admiration, amusement, approval,
g BUst, 1Y gratitude, joy, disgust, . X ) ppro
13 sadness, surprise . POSITIVE caring, desire, excitement, gratitude,
P embarrassment, fear, grief & 5
curiosity, love, :'thin’lism, iﬂride, oy, love, nphmlﬂgmé .Prldc’ .rdwf _
relief, nervousness, remorse aner, annnlyz':lm.e, 1sap§n1n[mem,
! T L isapprova isgust, sadnes
sadness, realization, surprise NEGATIVE ¢ pproval, disg 5 €55,
ear, grief, nervousness, remorse,
embarrassment
AMBIGUOUS confusion, curiosity, realization,
’ ’ ” surprise
ANGER rage, anger, annoyance
. . FEAR terror, fear, apprehension
ecstasy, joy, serenity, love, : :
NEAR- / SADMNESS grief, sadness, pensiveness
admiration, trust, acceptance, L - -
.. . JOY ecsiasy, Joy, serenity
submission, terror, fear, grief, ecstasy ov. seremity admiration
v, trust, fear. surprise apprehension, awe, amazement, POSITIVE®* ir;;lsl.:;’r:l‘eﬂtlam‘e IE;'VP o limisnri
WE-C8-F32 % + J€ar, SUIpriSe, surprise, distraction, disapproval, + ACCEPRANCE, -, Optim
sadness, anticipation, _ R _ ) terror, fear, apprehension, grief,
[14] ) di sadness, pensiveness, remorse, d di al
anger, disgust loathing, disgust, boredom, rage, NEGATIVE* Sadness, remorse, disapproval,
contemat. ALTer. anNOVANCe loathing, disgust, boredom, contempt,
ﬁggressﬁ»’;nesﬁ m:igi]anze o rage, anger, annoyance, pensiveness
interést O' ti-rr;i's.m N aAgEressIveness, submission, awe,
+ OP AMBIGUOUS*  amazement, surprise, distracton
vigilance, anticipation, interest
ANGER anger, annoyance, hostility, fury
FEAR fear, apprehension, panic, terror
e SADNESS sadness, gloominess, grief, sorrow
anger, annoyance, hf.lshlll}, fury, TOY joy, happiness, elafion
. . anbicipation, expectancy, interest, r : - - — .
. joy, trust, fear, surprise, . . . POSITIVE joy, happiness, elation, trust, like
SR-C8-F23 _ i T disgust, dislike, fear, apprehension, ! LT -
- sadness, anticipation, ! ) k . anger, annoyance, hostility, fury,
[15] . diserus panic, terror, joy, happiness, elation, diseust disiike. sadness. ol o
anger, disgust sadness, gloominess. grief, s . NECATIVE isgust, dislike, sadness, gloominess,
55, § 55, griel, sorrow, NEG A iof. & ' § ic
surprise, trust, like grief, sorrow, fear, panic, terror,
’ ' apprehension
AMBICUOUS* anticipabion, expectancy, interest

surprise




GLUE DATASETS

* GLUE PAPERS WITH CODE INCLUDES A NUMBER OF DATASETS FOR SENTIMENT
ANALYSIS

e SST (3 AND 5)

 XED (OHMAN ET AL. IN “
7 2020)

* XED IS A MULTILINGUAL FINE-GRAINED EMOTION DATASET. THE DATASET CONSISTS
OF HUMAN-ANNOTATED FINNISH (25K) AND ENGLISH SENTENCES (30K), AS WELL AS
PROJECTED ANNOTATIONS FOR 30 ADDITIONAL LANGUAGES, PROVIDING NEW
RESOURCES FOR MANY LOW-RESOURCE LANGUAGES. 104


https://paperswithcode.com/datasets?q=GLUE+%28General+Language+Understanding+Evaluation+benchmark%29&task=sentiment-analysis&lang=english
https://paperswithcode.com/dataset/xed
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Filter:
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https://paperswithcode.com/dataset/sst
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OPINION MINING
* OPINION MINING AND SENTIMENT ANALYSIS (BY BO PANG AND LILLIAN LEE)

o SENTIMENT ANALYSIS AND OPINION MINING, BY BING LIU, 2015. | SentimentAnalysis

and Opinion Mining
SITOGRAFIA:
*  SAG, UNIV. ROMA TOR VERGATA: H1TP:.//SACART.UNIROMAZIT/
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Christopher 0. Manaing  INARIN

Prabhakar Raghavan
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Introduction to

Opinion Mining and Sentiment
Analysis
T Pang ol Lo Lo


http://www.cs.cornell.edu/home/llee/omsa/omsa-published.pdf
https://www.cs.uic.edu/~liub/FBS/SentimentAnalysis-and-OpinionMining.html
http://sag.art.uniroma2.it/

