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Inspirations for chatGPT:CoT



CoT seminal papers



Inspirations for chatGPT:CoT

 Chain-of-thought relies on two inspiring

principles:

 Solutions to some problems require a rationale that

can be explicited in NL, e.g. math problems

 Prompting is a NL explanation of a task that is

competitive wrt to fine-tuning

 IDEA: combine the two by adding

Triggers to the prompt template 

 from (Chain-of-Thought Prompting                     

Elicits Reasoning in LLMs, Wei et al., 2023)

https://arxiv.org/pdf/2205.11916.pdf


CoT prompting

 CHAIN-OF-THOUGHT PROMPTING has several attractive properties as 

an approach for facilitating reasoning in language models.

1. Chain of thought, in principle, allows models to decompose multi-

step problems into intermediate steps

2. A chain of thought provides an interpretable window into the 

behavior of the model, suggesting how it might have arrived at a 

particular answer and providing opportunities to debug where the 

reasoning path went wrong 

3. Chain-of-thought reasoning can be used for tasks such as math 

word problems, commonsense reasoning, and symbolic 

manipulation, and is potentially applicable (at least in principle) to 

any task that humans can solve via language.

4. Chain-of-thought reasoning can be readily elicited in sufficiently 

large off-the-shelf language models simply by including examples 

of chain of thought sequences into the exemplars of few-shot 

prompting.



CoT prompting: examples





CoT: performances



Limitations of GPT-3

 Large language models often express unintended behaviours such as making up 
facts, generating biased or toxic text, or simply not following user instructions. 
This is because the language modeling objective is misaligned.

 The idea: aligning language models by training them to act in accordance with 
the user’s intention (Leike et al., 2018). 

 explicit intentions such as following instructions 

 implicit intentions such as staying truthful, and not being biased, toxic, or otherwise 
harmful.

 Overall Objective: language models should be helpful (they should help the user 
solve their task), honest (they shouldn’t fabricate information or mislead the 
user), and harmless (they should not cause physical, psychological, or social 
harm to people or the environment).



Addressing alignment

 FLAN models (Finetuned Language Models are Zero shot 

Learners, Wei et al, 2022)

1. Aggregate Datasets (62): Collect wide variety of 

public datasets

2. Instruction Templates: Manually write 10 templates / 

dataset that captures task

3. Fine-tune: Use the instruction templates and 

datasets to fine-tune model

 Instruction tuning from Human Feedback



FLAN: dataset and templates



FLAN: fine-tuning & results

 FLAN makes use of a decoder only architecture



Instruction tuning from 

human feedback



InstructGPT
 Step 1: Collect demonstration data, and train a supervised policy. 

Labelers provide demonstrations of the desired behavior on the 
input prompt distribution. Then, fine-tuning of a pretrained GPT-
3 model on this data using supervised learning is carried out.

 Step 2: Collect comparison data, and train a reward model. A 
dataset of comparisons between model outputs is collected: 
labelers indicate which output they prefer for a given input. A 
reward model to predict the human-preferred output is then 
trained.

 Step 3: Optimize a policy against the reward model using PPO. 
We use the output of the RM as a scalar reward. We fine-tune 
the supervised policy to optimize this reward using the proximal 
policy optimization (PPO) algorithm (Schulman et al., 2017).



At the heart of ChatGPT (from BART to ChatGPT) 

Fine tune text-davinci-003
to get InstructGPT

human

human InstructGPT

The Environment

ChatGPT Training-
steps

BART Training-steps

from Ouyang, L., Wu, J., Jiang, et al. (2022). Training language models to follow instructions with human feedback



Instruct GPT: Human 

Annotators

 Thanks to Austin Wang, Howard Chen, “Training Language Models to Follow Instructions with Human Feedback”, COS 597G, Princeton University







• Finetune the model, call this model SFT 

Model

• Initialized with pretrained GPT-3 175B 

model, and trained for 16 Epochs on 

demonstration data

















The model



InstructGPT: model summary
 1. SFT: Supervised Fine-Tuning

 a. GPT-3 fine-tuned on human demonstrations of prompt 
completions

 2. RM: Reward Model

 a. Not actually used to generate anything, but used to train the 
PPO and PPO-ptx models

 3. PPO

 a. SFT model further fine-tuned using RL with the RM providing 
the reward signal

 b. A KL-loss is provided to prevent the PPO model from 
deviating far from SFT

 4. PPO-ptx

 a. Identical to PPO, except with an additional auxiliary LM 
objective on the pretraining data



Instruction tuning papers

 Learning to summarize from human feedback

 Fine-Tuning Language Models from Human Preferences

 MemPrompt: Memory-assisted Prompt Editing with User 
Feedback

 LaMDA: Language Models for Dialog Application 
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