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NLP tasks

 Language Processing models, such as Deep Learning 

or Large Language Models, makes sense only in view

of a number of tasks where they must show 

performances in line with human "natural" behaviours



Traditional NLP tasks

 Parsing: The task of mapping one sentence into its

grammatically explicit counterpart, based on

 Trees, e.g. Constituent-based representations for CFGs

 Graphs, e.g. UD in Dependency graphs

 Relational (i.e. tabular) forms

 Metrics:

 Accuracy

 Bracketed Accuracy



Parsing: Evaluation





Labeled P/R/F

 Gold brackets: 

 S(0:11), NP(0:2), VP(2:9), VP(3:9), NP (4:6), PP (6:9), NP (7,9), NP (9:10).

 Candidate brackets: 

 S(0:11), NP(0:2), VP(2:10), VP(3:10) NP(4:6), PP (6:10), NP (7:10)

 Parseval measures

 Labeled Precision: P=3/7=42.9%

 Labeled Recall: R=3/8=37.5%

 F=40.0%



Parsing: 
Dependency formalisms

 Measures

 Unlabeled Attachment Score (UAS)

 Labeled Attachment Score (LAS)

 Label Accuracy (LA)

For the sentence: 

She saw the video lecture

• UAS: 4/5 = 80%

• LAS: 2/5 = 40%

• LA: 3/5 = 60%



Traditional NLP tasks

 Parsing

 Metrics:

 Accuracy

 Bracketed Accuracy



Traditional NLP tasks

 Parsing

 Metrics:

 Accuracy

 Bracketed Accuracy



Traditional NLP tasks: NERC

 Recognition of specific types of entities in free 

text

 News Domain: people, locations, dates, 

organizations, 

 Medical Domain: names of Body Parts, Chemicals, 

Pharmaceuticals, Dosages, …

 Banking: Organisations, Legal Entities, Process types, 

Organizational Units, Account details, Dates, …

 …



Traditional NLP Tasks:

Document Classification

 Given a text T (a document, a title or a 

paragraph)

 Determine the (topical, editorial, pragmatic, …) 

category C that characterize T

 Multilabel, if more than one category can be 

assigned to T



Natural Language 

Inference: Textual Entailment

 Given

 a text (usually referred to as

a premise P

 a sentence H (hypothesis)

 FIND: the logical

relationship between H and 

P:

 Entailment 

 Independence

 Contradiction



Natural Language Inference



Sentiment Analysis 

 Recognition of the subjective position of the speaker/writer 

about some FOCUS OF THE DISCOURSE

 Different tasks

 Subjectivity Recognition (John is ugly / tall )

 Polarity Detection (John is fantastic / terrible )

 Aspect-based classification

 Recognition of different aspects of the judgment

 The tool is very fast but socially dangerous

 EFFICIENCY vs.    APPLICABILITY

 Aimed at large scale text analysis for aggregate information



NLP tasks & Benchmarking

 The different tasks inspired the development of large-

scale data sets as reference benchmarking resources

able to

 Focus on specific linguistic phenomena and models

 Formally define the corresponding tasks

 Develop training data 

 Define performance metrics for the tasks

 Study the evolutionary impact of state-of-the-art 

methodologies in a competitive (and thus selective) setting

 Objective: Evolutionary Selection of Optimal models of 

the different application tasks 



Datasets

 CoNLL 2003, NERC

 Groningen Meaning Bank (2018), Semantic Parsing 

 GLUE (2019), a collection of datasets inspired by different tasks

 Winogrande (2019)

 SQUAD (2017), question answering

 DialoGLUE (2020), dialog

 WikiSQL (2018), Automatic SQL Code generation

 WikiHow (2018), Text Summarization



CoNLL2003: NERC

 Named entity recognition dataset released as a part of 

CoNLL-2003 shared task: 

 Language-independent named entity recognition task. 

 The data consists of 8 files covering 2 languages: English and 

German. 

 For each of the languages there is a training file, a 

development file, a test file and a large file with 

unannotated data.



CoNLL 2003: English Data



CoNLL 2003: Results
(token level)



CoNLL 2023: F1

ACE model (2021): Wang et al., "Automated Concatenation of Embeddings for Structured Prediction", Proc. ACL 2021

https://aclanthology.org/2021.acl-long.206.pdf


Groningen Meaning Bank

 Groningen Meaning Bank is a semantic resource 

that anyone can edit and that integrates various 

semantic phenomena, including predicate-

argument structure, scope, tense, thematic roles, 
animacy, pronouns, and rhetorical relations.

 Parallel effort: AMR Bank

 Abstract Meaning Representation for Sembanking, Banarescu

et al., 2021, 7th Linguistic Annotation Workshop, pages 178–

186, Sofia, Bulgaria, August 8-9, 2013.

The boy wants to go



GMB: tagset



AMR Bank Parsing Task



WikiSQL
 WikiSQL is a collection of questions, corresponding SQL                

queries, and SQL tables. 

 A single example in WikiSQL contains a table, a SQL query, and the NL 
question corresponding to the SQL query. 

 Namely, WikiSQL is the largest hand-annotated semantic parsing 
dataset to date - it is an order of magnitude larger than other 
datasets that have logical forms, either in terms of the number of 
examples or the number of tables. 

 The queries in WikiSQL span over a large number of tables and hence 
presents an unique challenge: the model must be able to not only 
generalize to new queries, but to new table schema.



WikiSQL: details



WikiSQL



WikiSQL:
Content Enhanced BERT-based 

Text-to-SQL Generation (Guo & Gao, 2019)

 This are example data istances

https://paperswithcode.com/paper/content-enhanced-bert-based-text-to-sql


WikiSQL



WikiSQL: NL2SQL

Hwang, Wonseok, et al. "A comprehensive exploration on wikisql with table-aware word 
contextualization." arXiv preprint arXiv:1902.01069 (2019). https://arxiv.org/abs/1902.01069

https://arxiv.org/abs/1902.01069


WikiHow

 WikiHow is a dataset of more than 230,000 article and summary 

pairs extracted and constructed from an online knowledge 

base written by different human authors. 

 The articles span a wide range of topics and represent high 
diversity styles.



WIkiHow

 Wikihow dataset: a large scale text dataset containing over 

200,000 single document summaries. 

 Wikihow is a consolidated set of recent “How To” 

instructional texts compiled from wikihow.com, ranging from 
topics such as “How to deal with coronavirus anxiety” to 

“How to play Uno”. 

 These articles vary in size and topic but are structured to 

instruct the user. The first sentences of each paragraph 

within the article are concatenated to form a summary.



WikiHow: examples



BERTSum (Liu&Lapata, 2019)

Yang Liu and Mirella Lapata. 2019. Text Summarization with Pretrained Encoders. In Proceedings of the 2019 Conference on Empirical Methods in 
Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP). ACL.

https://arxiv.org/abs/1908.08345


WikiHow vs. How2



How2 Data



WikiHow: Results



Text-Generation 

oriented Metrics: ROUGE
 ROUGE, or Recall-Oriented Understudy for Gisting Evaluation, is a set of metrics 

and a software package used for evaluating automatic summarization and 

machine translation software in natural language processing. 

 ROUGE (std)

(usually averaged across sentences)

 ROUGE-L (Longest Common Subsentence)



Other content-oriented

metrics: 

 Fluency: Does the text have a natural flow and rhythm?

 Usefulness: Does it have enough information to make a user decide 
whether they want to spend time watching the video?

 Succinctness: Does the text look concise or do does it have 
redundancy?

 Consistency: Are there any non sequiturs - ambiguous, confusing or 
contradicting statements in the text?

 Realisticity: Is there anything that seems far-fetched and bizarre in 
words combinations and doesn’t look "normal"?

 All grading options are in 0-5 range



Content-based metrics



GLUE



GLUE: overall view

https://paperswithcode.com/paper/glue-a-multi-task-benchmark-and-analysis


Glue: Single Sentence Tasks
 CoLA The Corpus of Linguistic Acceptability (Warstadt et al., 

2018) consists of English acceptability judgments drawn from 
books and journal articles on linguistic theory. Each example is 
a sequence of words annotated with whether it is a 
grammatical English sentence.

 Metrics: we use Matthews correlation coefficient (Matthews, 1975) 
as the evaluation metric, which evaluates performance on 
unbalanced binary classification and ranges from -1 to 1, with 0 
being the performance of uninformed guessing. 

 SST-2 The Stanford Sentiment Treebank (Socher et al., 2013) 
consists of sentences from movie reviews and human 
annotations of their sentiment. The task is to predict the 
sentiment of a given sentence. We use the two-way 
(positive/negative) class split and only sentence-level labels.



GLUE: 
SIMILARITY AND PARAPHRASE TASKS

 MRPC The Microsoft Research Paraphrase Corpus (Dolan & Brockett, 
2005) is a corpus of sentence pairs automatically extracted from 
online news sources, with human annotations for whether the 
sentences in the pair are semantically equivalent. 

 Classes are imbalanced (68% positive), Metrics: accuracy, F1 score.

 QQP The Quora Question Pairs data set is a collection of question 
pairs from the community question-answering website Quora. The 
task is to determine whether a pair of questions are semantically 
equivalent. As in MRPC, the class distribution in QQP is unbalanced 
(63% negative). 

 Standard test set are used, for which private labels have been made 
available. The test set has a different label distribution than the training set.

 STS-B The Semantic Textual Similarity Benchmark (Cer et al., 2017) is a 
collection of sentence pairs drawn from news headlines, video and 
image captions, and natural language inference data.

https://quoradata.quora.com/First-Quora-Dataset-Release-Question-Pairs


GLUE: Inference Tasks

 MNLI The Multi-Genre Natural Language Inference Corpus (Williams et al., 2018) is a 
crowdsourced collection of sentence pairs with textual entailment annotations. Given a 
premise sentence and a hypothesis sentence, the task is to predict whether the premise 
entails the hypothesis (entailment), contradicts the hypothesis (contradiction), or neither 
(neutral). The premise sentences are gathered from ten different sources, including 
transcribed speech, fiction, and government reports.

 QNLI The Stanford Question Answering Dataset (Rajpurkar et al. 2016) is a question-answering 
dataset consisting of question-paragraph pairs, where one of the sentences in the 
paragraph (drawn from Wikipedia) contains the answer to the corresponding question 
(written by an annotator). We convert the task into sentence pair classification by forming a 
pair between each question and each sentence in the corresponding context, and filtering 
out pairs with low lexical overlap between the question and the context sentence. The task 
is to determine whether the context sentence contains the answer to the question. We call 
the converted dataset QNLI (Question-answering NLI)

 RTE The Recognizing Textual Entailment (RTE) datasets come from a series of annual textual 
entailment challenges. Combine the data from RTE1 (Dagan et al., 2006), RTE2 (Bar Haim et 
al., 2006), RTE3 (Giampiccolo et al., 2007), and RTE5 (Bentivogli et al., 2009).4 Examples are 
constructed based on news and Wikipedia text. We convert all datasets to a two-class split, 
where for three-class datasets we collapse neutral and contradiction into not entailment, for 
consistency.

 WNLI The Winograd Schema Challenge (Levesque et al., 2011) is a reading comprehension 
task in which a system must read a sentence with a pronoun and select the referent of that 
pronoun from a list of choices. 



GLUE: overall view

https://paperswithcode.com/paper/glue-a-multi-task-benchmark-and-analysis


Winogrande



Winogrande: motivation

 The Winograd Schema Challenge (WSC) (Levesque, Davis, and 
Morgenstern 2011), is a benchmark for commonsense reasoning, 

 Includes aset of 273 expert-crafted pronoun resolution problems 
originally designed to be unsolvable for statistical models that rely on 
selectional preferences or word associations.

 Recent advances in neural language models have already reached 
around 90% accuracy on variants of WSC. 

 Have these models have truly acquired robust commonsense
capabilities?

 Are they only related to spurious biases in the datasets (i.e. 
overestimation of the true capabilities of machine commonsense. 



Winogrande: the dataset

 WinoGrande, a large-scale dataset of 44k problems, inspired by the original WSC 

 Adjusted to improve both the scale and the complexity of the dataset. 

 Key steps:

 a carefully designed crowdsourcing procedure, followed by 

 systematic bias reduction using a novel AfLite algorithm that generalizes human-detectable 
word associations to machine-detectable embedding associations. 

 State-of-the-art methods on WinoGrande is 59.4-79.1%, which are 15-35% below 
human performance of 94.0%, depending on the amount of the training data 
allowed. 

 Implications: 

 demonstrate the effectiveness of WinoGrande when used as a resource for transfer learning. 

 raise a concern that we are likely to be overestimating the true capabilities of machine 
commonsense across all these benchmarks. 

 emphasize the importance of algorithmic bias reduction in existing and future benchmarks to 
mitigate such overestimation.



Winogrande: examples



Winogrande: elicitation

 Data Bias Reduction



Winogrande: debiased sent’s



Winogrande: early results



SQuAD



SQUAD

 The Stanford Question Answering Dataset (SQuAD) 

is a collection of question-answer pairs derived from Wikipedia 

articles. 

 The correct answers of questions can be any sequence of 

tokens in the given text. 

 Produced by humans through crowdsourcing (more diverse 

than some other question-answering datasets).

 SQuAD 1.1 contains 107,785 question-answer pairs on 536 

articles. 

 SQuAD2.0 (open-domain SQuAD, SQuAD-Open), the latest 

version, combines the 100,000 questions in SQuAD1.1 with over 

50,000 un-answerable questions written adversarially by 

crowdworkers in forms that are similar to the answerable ones.



SQUAD 1.1



SQuAD Home page



SQUAD 1.1: statistics



SQUAD 1.1: Performance metrics

 Exact match: the percentage of predictions that match any 

one of the ground truth answers exactly.

 (Macro-averaged) F1 score:  average overlap between the 

prediction and ground truth answer. 

 The prediction and ground truth are treated as bags of tokens, and 

their F1 is computed. 

 The maximum F1 over all of the ground truth answers is taken for a 

given question, and then averaged across all questions.



SQUAD 1.1: Performance



SQUAD nowadays



SQUAD: SpanBERT training

SpanBERT: Improving Pre-training by Representing and Predicting Spans, Joshi et al., 

Transactions of the Association for Computational Linguistics, vol. 8, pp. 64–77, 2020.

https://paperswithcode.com/paper/spanbert-improving-pre-training-by


SpanBERT and SQUAD



SQuAD Leaderboard
(May 2024)



Papers

 TASKS & Datasets: 

 https://paperswithcode.com/area/natural-language-processing

 https://paperswithcode.com/dataset/glue 

 https://paperswithcode.com/dataset/winogrande

 Papers:

 Alex Wang, Amanpreet Singh, Julian Michael, Felix Hill, Omer Levy & Samuel R. 
Bowman, GLUE: A MULTI-TASK BENCHMARK AND ANALYSIS PLATFORM FOR NATURAL 
LANGUAGE UNDERSTANDING, Porc. of ICLR 2019

https://paperswithcode.com/area/natural-language-processing
https://paperswithcode.com/dataset/winogrande
https://paperswithcode.com/dataset/winogrande

