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Ambiguity: an example

= "Dogs must be carried on this escalator"

can be consistently interpreted in a number of ways:
Dogs must
be carried
on escalator

All dogs should have a chance to go on this
wonderful escalator ride

m This escalator is for dog-holders only

® You can'ft carry your pet on the other escalators

When riding with a pet, carry it

The NLP chain: levels of
linguistic analysis

= Given an valid utterance such as

e itde?
B e |Pragmatlc& what does it do? |

LA |Semantics: what does it mean?l
I, John, freezing am

ISyntax: what is grammatical?l
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Analogy with artificial

languages

Syntax: no compiler errors

Semantics: no implementation bugs

Pragmatics: implemented the right algorithm

Different syntax, same semantics (5):

2+3 & 3+2

Same syntax, different semantics (1 and 1.5):

3 / 2 (Python 2.7) ¢ 3 / 2 (Python 3)

Good semantics, bad pragmatics:

correct implementation of deep neural network

for estimating coin flip prob.

Ambiguity and Linguistic

Levels
= Semantics
= Syntax

= Morphology

= Phonology
NY¥s can/can
71 N
I del (pane)
/del (libro)

eat cake with fork earth observation satellite

compro la borsa
in pelle

Eco's book

il timore dei manager
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Grammars & Ambiguity

| ate some dessert with a fork

NP VP

NP ¥
| v e —
— 1 v NP PF

ate NP PF

ate some dessert with a fork

Parsing & Ambiguity

= The parser search space is huge as for the effect of
several forms of ambiguity that interacts in a
combinatorial way S

= e.g.La vecchia portala sbarra, o
. or NP
Buffalo buffalo Buffalo buffalo buffalo buffalo Buffalo buffalo /\

RC VP
= Nofice the strong relationship with semantics /\ /\ /\
= Most of the ambiguities cannot be solved at the sole PN N PN N Vi v PN N
syntactic level [ ‘ | ‘ ‘ ‘
= Lexical information (e.g. word senses) are crucial: Buffalo buffalo Buffalo buffalo buffalo buffalo Buffalo buffalo
= * BESRE
Sz = To operate in a market  viz. To operate a body part Bison frgm B_uffqlq, New York_who are intimidated by
Z1 S other bison in their community also happen to

intimidate other bison in their community
l I ®  QOperare in un mercato = Operare un paziente
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Semantics

= What is the meaning of the sentence
John saw Kim#?

m Desirable Properties:

= |t should be derivable as a function of the individual
constituent parts, i.e. the meanings of costituents such as Kim,
John and see

® Independent from syntactic phenomena, e.g. Kim was seen
by John is a paraphrasis as it has the same semantics

= |t must be directy used to trigger some inferences:
= Who was seen by John?2 Kim!
= John saw Kim. He started running to her.

08/05/2024



A Truth conditfional semantics

S /
saw(s,k) Sam saw Kim
/\
NP VP
s { X : saw(x.k)}
Sam \ NP
s {<xy>:saw(xy)} Kk

saw K,m
{<xy>:saw(xy)} g

The Distributional Hypothesis
v

The placing of a tex! as a constituent in a context of situation contributes
to the statement of meaning since situations are set up to recognize use. As
STUDIES IN Witbg_enstein says, * the meaning of words lies in their use.’ ¢ The day to day
UISTIC ANALYSIS practice of playing language games recognizes customs and rules, It follows
LING that a text in such established usage may contain sentences such as * Don’t
be such an ass !, “ You silly ass ! ’, * What an ass he is!* In these examples,
the word ass is in familiar and habitual company, i d with
ou silly—, he is a silly—, dow’t be such an—. | You shall know a word by the
]qhn Rupert One of the meanings of ms[;ﬁ'ﬁmw

Firth SUCITGUheE Words as those above quoted.® Though Wittgenstein was dealing

with another problem, he also izes the plain f: lue, the physiognomy

of words. They look at us!® ‘ The sentence is composed of the words and that

is enough.’

Firth, J.R. (1957). "A synopsis of linguistic theory 1930-1955". Studies in Linguistic Analysis: 1-32. Reprinted in F.R. Palmer, ed.
(1968). Selected Papers of J.R. Firth 1952-1959. London: Longman.

https://cs.brown.edu/courses/csci2952d/readings/lecturel-firth.pdf
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Distributional Hypothesis: Bridging
Linguistics and Computational Semantics

* Foundation: Linguistic theory positing that words with similar contexts
have similar meanings.
= .. andrepresentation from a computational perspective

+ Computational Leap: tied to the Vector Space Model (Salton, 1975);
represents documents and words as vectors in a metric space.

» Key Idea: Documents are characterized by their words, and words by the
documents they appearin.

O @ Initially a Bag of Words model

Approaches for Representing
Words

(Baroni et al, 2014) Don't count, predict! A systematic comparison of context-counting vs.
context-predicting semantic vectors — ACL, https://aclanthology.org/P14-1023/

Distributional Semantics
(Count)

* Used since the 90's

* Sparse word-context PMI/PPMI
matrix

* Decomposed with SVD

Word Embeddings (Predict)

* Inspired by deep learning

= wordZ2vec (Mikolov et al., 2013)
= GloVe (Pennington et al., 2014)

Underlying Theory: The Distributional Hypothesis (Harris, 54;
Firth, 57)

“Similar words occur in similar contexts”
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Language Modeling

Noam
Chomsky ALPAC.
publishes  diseredits
seminal work the promise
“Syntactic  of machine
Structures™  translation

1967 1966

Late 1980s > 2000
Statistical Approach & First
Network Architectures

Google
Sequenceto  publishes
sequence seminal

Pretrained  learning & work

word the encoder- ‘Attention

embeddings decoder s All You

(Word2Vec)  architecture Need™

2003 2004 2017
1 | |

Pre-trained
language
models (e,
BERT, GPT)
2018

|

2019 > Today
Large Language Models [LLMs]

|
@ —
1950 > Mid 1980s 1985
Early Days & Rule-Based Recurrant
Approaches.
(RaiNs)

= anguage Modeling:
= Statistical approaches

= Neural approaches to NL semantics

@ T T

RNN models

Early 2000s > 2018
Deep Learning & the Rise of Neural
Networks

@

|
2009 20200 202 022 202
ROBERTI, DeBERTa, GPTNeo FlanTs, LLaMa,
BART,TS, T0,GFT-3 PalM,  Bard, GPT4,
GPT2 BLOOM, Claude

ChatGPT

What kind of semantic relation

are we interested in¢

= Topical relations: Two words involved in a topical relation

refers fo a common topic (eg. Economy vs. Sport)

= Syntagmatic relations concern positioning, and relate
entities that co-occur in the text;

= jtis arelationin praesentia.

= This relation is a linear one, and applies to linguistic entities that
occur in sequential combinations.

= One example is represented by words that occurin a
sequence, as in a normal sentence like “the wolf is hungry.”

= A syntagm is such an ordered combination of linguistic entities.
For example, written words are syntagms of letters, sentences
are syntagms of words, and paragraphs are syntagms of

sentences.
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What kind of relation are we
interested ine (2)

= Paradigmatic relations concern substitution, and
relate entities that do not co-occur in the text;

® it is a relation in absentia.

® Paradigmatic relations hold between linguistic
entities that occur in the same context but not at the
same fime, like the words “hungry” and “thirsty” in
the sentence "the wolf is [hungry | thirsty]".

» Paradigmatic relations are substitutional relations,
which means that linguistic entities have a
paradigmatic relation when the choice of one
excludes the choice of another.

= A paradigm is thus a set of such substitutable
entifies.

What's the role of different
word spacese

= Topic space [Salton et al.(1975)] captures topical relations:
= A document-based space, i.e. the context is an entire document
= Words appearing in the same documents have a similar representation
= individual score is computed according the TF-IDF schema

= Co-occurrence word-based space [Sahlgren(2006)] captures
paradigmatic relations:

= Contfexts are words, as lemmas, appearing in a n-length window

» |ndividual scores are computed according to the Point-wise Mutual Information
(PMI) over the co-occurrence frequency

= The window width is a parameter allowing the space to capture different
aspects

= Co-occurrence syntax-based space [Pado and Lapata(2007)] captures
paradigmatic relafion (constrained by synfax)

= Contexts words are enriched through information about syntactic relations
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Co-occurrence word space:
An example

VerbNet (VN) (Kipper-Schuler 2006) is the largest on-line verb lexicon
currently available for English. It is a hierarchical domain-independent,
broad-coverage verb lexicon with mappings to other lexical resources
such as WordNet (Miller, 1990; Fellbaum, 1998), Xtag (XTAG Research
Group, 2001), and FrameNet (Baker et al., 1998). VerbNet is organized
into verb classes extending Levin (1993) classes through refinement and
addition of subclasses to achieve syntactic and semantic coherence
among members of a class. Each verb class in VN is completely
described by thematic roles, selectional restrictions on the arguments,
and frames consisting of a syntactic description and semantic
predicates with a temporal function, in a manner similar to the event
decomposition of Moens and Steedman (1988).

Example — POS tagging

VerbNet::NNP (::( VN:NNP )::) (::( Kipper-Schuler::JJR 2006::CD )::) is::VBZ the::DT
largest::JJS on-line::JJ verb::NN lexicon::NN currently::RB available::JJ for:IN
English::NNP .::.

It::PRP is::VBZ a::DT hierarchical::JJ domain-independent::JJ ,::, broad-coverage::JJ
verb::NN lexicon::NN with::IN mappings::NNS to::TO other::JJ lexical::JJ resources::NNS
such::JJ as::IN WordNet::NNP (::( Miller::NNP ,::, 1990::CD ;::: Felloaum::NNP ,:,
1998::CD )::) ,::, Xtag:NNP (::( XTAG:NNP Research::NNP Group::NNP ,::, 2001::CD )::)
., and::CC FrameNet::NNP (::( Baker:NNP et::CC al::NNP .::.

VerbNet::NN is::VBZ organized::VBN into::IN verb::NN classes::NNS extending::VBG
Levin:NNP (::( 1993::CD )::) classes::NNS through::IN refinement::NN and::CC
addition::NN of::IN subclasses::NNS to::TO achieve::VB syntactic::JJ and::CC
semantic::JJ coherence:NN among::IN members::NNS of::IN a::DT class::NN .::.
Each::DT verb::NN class::NN in::IN VN::NNP is::VBZ completely::RB described::VBN
by::IN thematic::JJ roles::NNS ,::, selectional::JJ restrictions::NNS on::IN the::DT
arguments::NNS ,:;, and::CC fromes::NNS consisting::VBG of::IN a::DT syntactic::JJ
description::NN and::CC semantic::JJ predicates::NNS with::IN a::DT temporal::JJ
function::NN ,::, inz:IN @::DT manner::NN similar::JJ to::TO the::DT event::NN
decomposition::NN of::IN Moens::NNP and::CC Steedman::NNP (::( 1988::CD )::) .::.

08/05/2024
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Example: lexicon::NN

VerbNet::NNP (::( VN:NNP )::) (::( Kipper-Schuler::JJR 2006::CD )::) is::
largest::JJS on-line::JJ verb::NN lexicon::NN currently::RB available::JJ for:IN
English::NNP .::.

I1::PRP is::VBZ a::DT hierarchical::JJ domain-independent::JJ ,::, broad-coverage::JJ
verb::NN lexicon::NN with::IN mappings::NNS to::TO other::JJ lexical::JJ resources::NNS
such::JJ as::IN WordNet::NNP (::( Miller::NNP ,::, 1990:CD ;::: Felloaum::NNP ,::,
1998::CD )::) .::, Xtag::NNP (::( XTAG::NNP Research::NNP Group::NNP ,::;, 2001::CD )::)
.5, and::CC FrameNet::NNP (::( Baker::NNP et::CC al::NNP .::.

VerbNet::NN is::VBZ organized::VBN into::IN verb::NN classes::NNS extending::VBG
Levin:NNP (::( 1993::CD )::) classes::NNS through::IN refinement::NN and::CC
addition::NN of::IN subclasses::NNS to::TO achieve::VB syntactic::JJ and::CC
semantic::JJ coherence::NN among:: IN members::NNS of::IN a::DT class::NN .:..
Each::DT verb::NN class::NN in::IN VN::NNP is::VBZ completely::RB described::VBN
by::IN thematic::JJ roles::NNS ,::, selectional::JJ restrictions::NNS on::IN the::DT
arguments::NNS ,:;, and::CC frames::NNS consisting::VBG of::IN a::DT syntactic::JJ
description::NN and::CC semantic::JJ predicates::NNS with::IN a::DT temporal::JJ
function:NN ,::, in:IN a:DT manner:NN similar::JJ t0::TO the::DT event::NN
decomposition::NN of :IN Moens::NNP and::CC Steedman::NNP (::( 1988::CD )::) .::.

Example

VerbNet::NNP (::( VN:NNP )::) (::( Kipper-Schuler::JJR 2006::CD )::) is::
largest::JJS on-line::JJ verb:NN lexicon::NN currently::RB available::JJ for:IN
English::NNP .::. C
I1::PRP is::VBZ a::DT hi
verb::NN lexicon::NN w
such::JJ as:IN WordNe
1998::CD )::) ., Xtag::NN
., and::CC FrameNet::NN

.4, Rroad-coverage::JJ
) lagl®ail::)J resources::NNS

[ XTAG::NNP Researcha#P Group:NNP ,::, 2001::CD )::)
;i ( Baker::NNP ,:‘"/ [::NNP i

VerbNet: N classes::NNS extending::VBG
Levin::NNP _ refinement::NN and::CC
addition::NN of::IN subclasses::NNS to::TO achieve::VB syntactic::JJ and::CC
semantic::JJ coherence::NN among::IN members::NNS of::IN a::DT class::NN .::.
Each::DT verb:NN class::NN in::IN VN::NNP is::VBZ completely::RB described::VBN
by::IN thematic::JJ roles::NNS ,::, selectional::JJ restrictions::NNS on::IN the::DT
arguments::NNS ,::;, and::CC frames::NNS consisting::VBG of::IN a::DT syntactic::JJ
description::NN and::CC semantic::JJ predicates::NNS with::IN a::DT temporal::JJ
function:NN ,::, in::IN a::DT manner::NN similar::JJ to::TO the::DT event::NN
decomposition::NN of::IN Moens::NNP and::CC Steedman::NNP (::( 1988::CD )::) ..

08/05/2024
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Example

VerbNet::NNP (:( VN:NNP ):2) (::( Kipper-Schuler::JJR 2006::CD )::) is::
largest::JJS on- Ime :JJ verb::NN lexicon::NN currpnﬂy :RB available::JJ for:IN
English::NNP .:
It::PRP is: VBZ a: DT hierarchical::JJ domain-indeg
verb:NN lexicon::NN with::IN mappings:NNS tof
such::JJ as::IN WordNet::N = Miller:: 4

1998::CD )::) o] X’rog::NNP ) /

dent::JJ i, broad-coverage::JJ

O o‘rher :JJ lexical::JJ resources::NNS
:: Fellbaum: NNP
c:rch.,NNP Group..NNP 200 ..CD =)
CC al::NNP .

Levin: NNP ( ( 993 e o N N2 2 NN ond::CC
addition::NN of::IN s :JJand:CC
semantic::JJ cohere "8 : &::DT class::NN .:
Each::DT verb::NN class: NN in: IN VN NNP is: VBZ completeiy :RB described: VBN
by:IN thematic::JJ roles::NNS ,::, selectional::JJ restrictions::NNS on::IN the::DT
arguments::NNS ,::;, and::CC fromes::NNS consisting::VBG of::IN a::DT syntactic::JJ
description::NN and::CC semantic::JJ predicates::NNS with::IN a::DT temporal::JJ
function::NN ,::, inzIN a::DT manner:NN similar::JJ to::TO the:DT event::NN
decomposition::NN of::IN Moens::NNP and::CC Steedman::NNP (::( 1988::CD )::) ..

Example

= The word space is expressed by a co-occurrence matrix M
= Rows: The target words occurring more than a f(hreshold) are selected (e.g 200)
= Columns : The C most frequent word-context are selected (e.g. 20,000)

®» Each matrixitem is the co-occurrence frequency between the target word and
contextual word

= Example: the target word lexicon::N (in row) occurs with (columns)
= verb:N Left (feature 8) 2

with::IN Right (feature 25) 1

available::J Right (feature 56) 1

online::J Left (feature 78) 1

= |t will be represented by the frequency vector
= 8:225:1 56:1 78:1 98:1 110:1 137:1

08/05/2024
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Pointwise Mutuadl
Information (PMlI)

m Context with high frequency (e.g. stopwords) have
score

®m PMlis a commonly used metric in Information Theory [Fano,
1961] for measuring this strength of association between two
events x andy.

Plxy)
(x)P(y)

1(x,y) = log,

P(x)= probability of x
P(y)= probability of y
P(x,y)= joint probability of x e y
= Two words x e y that often co-occur (respect to their
occurrence) show a high degree of association
= Words with high frequency are penalized

Pointwise Mutuadl
Information (PMlI)

= The previous definition is adapted [Church and Hanks, 1989] to
our word-occurrence problem:
m P(x) = probability of the word x inside a corpus
= P(y) = probability of the word y inside a corpus
® P(x,y) = probability that x co-occur with y

= This probability is estimated through the Maximum Likelihood

Estimation:
Cxy

I(x,y) = loga -

NN

c,= number of occurence of x
C,,= number of co-occurence of x and y
N = total number of token

08/05/2024
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PMI

= The PMI between lexicon::N and verb::N

m c.:lexicon:N occurrs 2 times

= c,:verb:N occurrs 4 times

= C,,: 2 co-occurences (left side) Gt
N: 142 tokens N N
PMI=5,14

c

Xy

N

m Vectors are then normalized to be comparable

I(x,y)=log, ——
C @

The resulting matrix W

» Matrix with t=2 and C=100

C|an
CR ClL
and::CC: 0 0

verb::N|verb:

o o lexicol

0 0 0 0 0 0 0 0142 0 0142 0

0 0 0 0 0 0 0 0,155 0,155 0 0 0210 0

0 0 0 0 0 0 0 0 0244 0 0 0 0,302

0 0 0,174 0 0 0 0 0 0 0 0 0 0

0,147 0,147 0,219 0 0 0 0 0 0,180 0 0 0 0

0 0 0,000 0,184 0 0271 0 0 0 0 0 0,205 0

0 0 0 0 0 0 0 0214 0 0 0 0 0

=:TO: 0 0 0 0 0 0 0 0 0 0 0 0,200 0
m 0 0 0,295 0 0 0320 0,320 0 0 0 0320 0 0
m 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0331 0 0 0 0 0 0 0
0,344 0 0 0,289 0 0 0 0 0 0 0 0313 0
m 0 0 0,259 0 0 0,280 0 0 0 0 0 0 0
0 0,304 0 0 0 0 0 0 0 0 0 0 0

verbnet::N I
\
L
(o]

0
0
0,255

O O O O O O O O o o

08/05/2024
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Latent Semantic Analysis

m N LSA, SVD (Golub & Kahan 1965) is applied to
source co-occurrence martrix: w=usvi =W’ = U,s,V,

WSk QU\/S_,C

MN (M kkk )\ kN

S, V,r

W 4 = UA.

Latent Semantic Analysis (2)

= Minimize the global reconstruction error
m Reduce noise over the data distribution

m SVD let the principal components of the distribution
emerge (max covariance)

® Principal components are linear combinations of the
original dimensions, i.e. pseudo concepts, as
captured in the entire space

m Capture second order relations among targets
words

08/05/2024
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Results

= A new truncated matrix UKSKVZ by which representing information
about lexical entries (i.e. the rows of W) such as:
m [exicon::N
= verb:N

= These vectors are representative of
® Paradigmatic (company vs. enterprise, rat vs. mouse)
® Topical (company vs. market, triangle vs. geometry, ...)
= Associative (company vs. investments, triangle vs. perimeter, ...)

m .. relations according to varying sizes of the context window
[Schutze and Pedersen(1995)] [Sahlgren(2006)]
[P. D. Turney and P. Pantel (2010)] [Croce et al., 2019]

Latent Semantic Spaces:
Encoding & Domain Corpora

Monte PeschiSiena

08/05/2024
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Lexical Acquisition on the Web

#2) Wordspace viewer - CAA

_Space_viewer_and _wiki_w3_{16q200_bS0K spiit LSAZSO.

mutante::s$50.625

androidi::s$$0.722

digimon: :5§$0.621

drolde::5§50.563

g creatura::s$$0.576

droidi: :5$$0.624

mostro: :5§50.601

strona v $$0.631

gnomo: 15550.546

suit::58$0.550 pupazzo::s$50.614
/ automa: :s§$0.655

gundam::s$50.544

P -
:

Source corpus: ItaWaC, https://www.sketchengine.eu/itwac-italian-corpus/

Lexical Acquisition on the Web [N

Wordspace viewer - CAABplications\new_space.viewer.and tweetsmatrix\ita_wiki w3, freq200_ bSOk split 1SA250.6

= o *

Creatura; isasu. 30

goblin::5$$0.532
o )

zombi ::55'50.553
pupazzo::5$$0.61~ ’,7

zomble::5$50. 564

allenc::s$$0.720

~ automa: :5$$0.655
paparo::s$$0.509 |k; :5¢50, 5;

25 '
mutante::5$$0.625
digimon: :5550.621 grg wesesemy

superman: :5$$0.525

supererce: :s§50.547
androidi::s$$(cYborg:is$50.747

‘l"‘

androide::5$50.734

congegno: :5$$0.517

astronave: '5§$0.631

skrull::5$$0.508

mecha: :5$$0.535

€-17::5$50.523

=S
Jodzilla::5$50.525
e 0o
<

transformers::s$$0.525

gundam: .550‘5«

Source corpus: IfaWaC, hitps://www.sketchengine.eu/itwac-italian-corpus/
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Lexical Acquisition on the Web

) Z  viewer . Wiki_W3 mnzm bSOK SPIT LSAZS00T

universo::s$$0.472
l salyan::s550.473 :5§50.526

uld
androide: :s$3u. s~

u""e;f;:‘;;’,"/ﬂ / \\ . digimon:is€<n 21

macchinario::s$$0.485

sult::s$$0.550

automa:is ot o2

paperinik: is$$0.52 S
supereroe::s550.547 i bambala::s$$0.496

pupazzo::s$50.614
astronave: :55£0.631

navicella::5$$0.496
marionetta: :s$$0.509
essere::5$4$0.518

1:5$$0.576
stellari::5$50.476

Ps.odw -m [ : - [

Source corpus: ItaWaC, https://www.sketchengine.eu/itwac-italian-corpus/

Lexical Acquisition on the Web-

| ‘Wordspace viewer - CAADDIICAONS\MEW SOOCE_ViEwer_and_tweetsmatriita_wiki_w3 neozuo DSKW"I LSA250.00
«f galactica

t0po: 15550, v],‘é“ lour =
Anrilia:iseen. 459 2
Cane: :s450,395 ‘ lanterne: :5$50.412 N
s9- seo 41 forge: :5$%0.388 istro: :5$$0.389 'cell »,,so 418 r.‘..h....‘_.., e
pym::s$50,388 gr»- B &Ny ' ‘auzoma avatar:s$$0,439

brd 5550.387

@
=,
NSt

N

'
lupin 399 Alles o
diablo:is$50,425 Pluto: :5$50.363

s H A,‘.ﬂ\‘“.’! ‘
e s;sot”w,ﬁ‘ e

31 X m
papgnm, eeen A;E[dia\mo :5§$0.62 ‘ e

gg TS 2 bl: 15£50.553
o.385 715550425 L/ NIIE! 2om
58 2 dracula aso 115 icantropo:

Source corpus: IfaWaC, hitps://www.sketchengine.eu/itwac-italian-corpus/
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Word spaces: clustering and
classification

m This geometrical representation is suitable as a basic
representation for several learning algorithms

= Unsupervised learning

m clustering of verbs that show similar behaviour (e.g. a process
model)

= Supervised Learning
= Classification of words among semantic classes (e.g. Frame rec.)
= Selection of Contexts that better represent classes

= |nitialization for Neural Networks: embedding lexical input
features

= Overall Semi-supervised learning
® | anguage-specific representations

= Pre-Training for complex multitask (neural) models, e.g. LSTM or
CNNS and encoders input

Approaches for Representing
Words: the neural side

Distributional Semantics
(Count)

* Used since the 90's

* Sparse word-context PMI/PPMI
matrix

* Decomposed with SVD

Word Embeddings (Predict)

* Inspired by deep learning

= wordZ2vec (Mikolov et al., 2013)
= GloVe (Pennington et al., 2014)

Underlying Theory: The Dist_ribugit}l}lal Hypothesis (Harris, ‘54;

Firth,

“Similar words occur in similar contexts”

(Baroni et al, 2014) Don't count, predict! A systematic comparison of context-counting vs.
context-predicting semantic vectors — ACL, https://aclanthology.org/P14-1023/

08/05/2024
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The two models behind
(Mikolov et al, 2013)

Contextual Bag Of Word: Skip-Gram: Predicts
Predicts a target word context words from @
based on context words. target word.

Input Projection Input Projection

(]
=\
ol —=| |m—
-/
]

CBOW Skip-gram

Geomeitry and meaning ...

T T T T T T T T T T
05 r heiress
|
04
| ece. - countess
03 - aunt I ~duchess-
Sistet
1 P!
02 1) § , | pempress
7 g
G | ! » madam
oy i 4 '
[ ! heir S
{nephiew n
o+ | nepr ) i
/
rooa +woman / S
-0.1 : Luncle ; . v quetfe
*brother / Lduke
-0.2 i i
e
' / | {emperor
-0.3F ™
'
I / |
0.4 /
/i i
05 man ‘king
' s e s L L n L 1 1 L
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Geometry and meaning ...
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= Documents are fraditionally represented through a bag-of-
word model where individual words play the role of
independent axes of the space where documents are lying

m Documents are thus column vector of weightsin a M
dimensional space, whereas M is the dimension of the
vocabulary

® Terms (i.e. words) are (row) vectors in N dimensional spaces,
whereas N (>> M) is the number of different documents
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Recap (2)

= Two terms are similar is their n-dimensional vectors have an high value of the
cosine similarity ... but

= .. this DO mean that they share documents, i.e. they must occurrin a large
number of documents

= As aresult word senses (e.g. multiple meanings of the same term) do not
influence document modeling as well as term similarity estimation

= This is not capturing the different role word meanings play in a document

= |DEA: find a space whereas word senses are bettere expressed. We calll this
spaces latent semantic spaces

= HOW:

= 1. Describe words through their local co-occurrence with other words in senfences of
a large corpus. The first words are called targets, while the second words are the
contextual words (or features)

= The resulting target word-by-context word matrix W has targets in rows and contexts
in columns

Recap (3)

= HOW (continued)
= 3. Apply to the obtained MxN matrix W, the Singular Value De
a search for the latent structure of the space underlying the dcument
collection

= |t extracts eigenvalues (i.e. eigenspaces of the term co-occurrence
statistics) that are dimensions of maximal covariance of W

= Truncated SVD fransformations approximate W with a W'. They allow to
maintain limited the number of dimensions (usually k) employed to
represents target term vectors

= 4, Compile individual k-dimensional semantic representations of the target
terms into a general and reusable dictionary, called embedding lexicon

= Apply learning tasks fo the obtained lexicon:
= Term Clustering: looking for wor classes as clusters of tearget term vectors

= Term Classification: use word vectors to obtain a representaion of fraining
documents (e.g. via weighted linear combinations) and train your classifier
onto the labeled document vectors
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Recap (4)

= Given the unsupervised nature of the SVD the target term
vectors can be used as basic representations, called
embeddings, for a variety of text processing tasks,

m Semisupervised Document classification,
= Question classification,
® Sentiment Analysis

= Term vector are extacted without relying on any labeled
datfa

® They generalize word meanings and are better representatfions
than the original, but uninterpreted, words
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