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Abstract

Transformer-based algorithms such as BERT are typically trained with large corpora of documents,

extracted directly from the Internet. As reported by several studies, these data can contain biases,

stereotypes and other properties which are transferred also to the machine learning models, potentially

leading them to a discriminatory behaviour which should be identified and corrected. A very intuitive

technique for bias identification in NLP models is the visualization of word embeddings. Exploiting the

concept of that a short distance between two word vectors means a semantic similarity between these

two words; for instance, a closeness between the terms nurse and woman could be an indicator of gender

bias in the model. These techniques however were designed for static word embedding algorithms such

as Word2Vec. Instead, BERT does not guarantee the same relation between semantic similarity and

short distance, making the visualization techniques more difficult to apply. In this work, we propose a

weakly supervised approach, which only requires a list of gendered words that can be easily found in

online lexical resources, for visualizing the gender bias present in the English base model of BERT. Our

approach is based on a Linear Support Vector Classifier and Principal Component Analysis (PCA) and

obtains better results with respect to standard PCA.
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1. Introduction

With the affirmation of Artificial Intelligence in everyday user experience, many AI systems

exhibited a behaviour that can be legally defined, when acted by humans, discriminatory.

In particular, for Natural Language Processing (NLP) and Machine Learning techniques, the

problem of algorithmic discrimination is mainly caused by prejudiced data involved in the

learning process and it produces an uneven outcome for demographic minorities, i.e. subgroups

of people differing by gender, race, religion, sexual orientation, disability, etc [2]. In order to

solve this issue, at first we have to identify the presence of a bias, possibly with an intuitive

technique that can be understood not only by AI experts but also from the people who simply

will use the system.

In NLP systems, an intuitive way to assess bias is visualization. As can be seen in the simple

example showed in Figure 1, more stereotypical masculine jobs such engineer or mechanic
occupy a specific region of the two-dimensional space. Instead, stereotypical feminine jobs such
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mechanic(1%)

electrician(1%)

engineer(2%)

hairdresser(80%)

dietitian(86%)
nurse(88%)

Figure 1: Example of biased word embedding model results. The female employment percentage coming
from WinoGender dataset [6] is showed in brackets.

as nurse or hairdresser are grouped together in another region.

In the last few years, the state of the art for many NLP tasks has been profoundly changed by

Transformer-based algorithms [3]. One of the most known of such models, BERT (Bidirectional

Encoder Representations from Transformers) [4], is trained on a language modelling task into

which the model has the goal of predicting words from context. In order to do that, exactly as

in typical word embedding models such as Word2Vec [5], BERT represents words as vectors

of real numbers. However, while the former produces a unique, static representation for each

word, in BERT the representation can significantly differ depending on the entire context of the

sentence or the document into which the word appears.

Considering static word embeddings, there are several studies for measuring and visualizing

the gender bias [7, 8, 9] in a intuitive way, similarly to the example in Figure 1. Considering

BERT, although several studies have shown its intrinsic bias and its different results for male and

female subjects in NLP tasks [10, 11, 12, 13, 14], at the best of our knowledge these visualization

techniques have not been applied yet.

In our opinion, this is mainly due to two factors. First, while Word2Vec vectors have a length

between 100 and 300 [15], for BERT typically the length is 768, making it harder to apply

dimensionality reduction techniques that allow an effective visualization. Second, it is proven

that while static word embedding vectors have an isotropic distribution, BERT vectors occupy a

narrow cone of the 768-dimensional space [16, 17] causing several issues with typical metrics

for measuring the distance among vectors and for reducing their dimensions [18].

In this work, we focus on the problem of visualizing gender prejudice in human occupations,

analysing the word representation produced by BERT. We propose a new weakly supervised

method which requires a simple and minimal dataset for obtaining a graphical representation

of biased word embeddings by reducing the BERT vector space to a two-dimensional plane

showing the gender distortion. We use a linear Support Vector Classifier [19], trained on a

simple list of gendered English words (e.g. woman, man, sister, brother, etc.), to decide which

features are more involved in the gender definition. This training process does not require

any time-consuming data collecting or labelling tasks, as these words can be easily found in

many online lexical resources. Secondly, we apply the Principal Component Analysis (PCA)

[20] in order to further reduce the word representation to a two-dimensional space which can



be visualized. With respect to standard PCA, we show that our approach produces a better

visualization, providing an intuitive understanding of gender bias in human occupations, as

captured by the classical Masked Language Model for bias identification [11] and by the actual

statistics of gendered employment rate for several occupations.

2. Background and Related Work

In the last few years, several scientific papers [21, 22] have pointed out the presence of bias or

discriminatory behavior in machine learning algorithms and in Natural Language Processing

systems. The term bias is often used in reference to an algorithm to indicate a systematic

distortion of outputs that produces unfair results, such as favoring or discriminating against

certain groups of people [23]. For an algorithm, bias is something unwelcome, the absence

of which is necessary to satisfy the fairness property. A statistical, and commonly adopted,

definition of bias is presented in [24] and it can be summarized as the distance between two
conditional probabilities 𝑝(𝑤𝑆 |𝑤𝐴) and 𝑝(𝑤𝑆 |𝑤𝐵) that a word 𝑤𝑆 denoting a stereotype 𝑆 will
appear in a sentence, given words 𝑤𝐴 and 𝑤𝐵 characterizing two distinct categories 𝐴 and 𝐵
of subjects. In order to address this issue, the same work outlined a standard three-steps

approach: (1) definition, (2) identification and (3) bias correction. The focus of the current work

is visualization, therefore a part of the step 2.

Based on this and other similar definitions, several techniques for identifying the presence of

bias in models have been developed over the years with variable effectiveness. For example, in

2017 Caliskan et al. [8] introduced the use of associative tests (WEAT and WEFAT) to estimate

the closeness of a target word to two terminological reference groups. These tests, in addition

to depending heavily on the choice of reference terms, are specifically designed for static word

embedding algorithms, that encode each word uniquely, regardless of the sentence into which

it is embedded.

Another interesting work is the study by Bolukbasi et al. [7], which detected discriminatory

behaviour in the worldwide known algorithm Word2vec [5]. Their identification process is

done through the study of the geometric distribution of static embeddings. Similar approaches

were presented in Zhou et al. [9] which focuses on bilingual spaces, and in Maudslay et al. [25]

which exploits clustering algorithms for identifying stereotyping classes. The basic assumption

overall these approaches is that a geometric proximity corresponds to a semantic similarity of

the two terms.

However, with the advent of more complex deep learning architectures, such as Transformer

[3] or BERT [4], and their vectorial representation of words, such assumption has been chal-

lenged. In fact, several studies [16, 17, 18] claim that in BERT a high cosine similarity between

two words (i.e. a very high closeness in the vectorial space) do not necessarily correspond to

a semantic similarity. Moreover, in BERT there is no unique correspondence between a word

and its embedding, therefore the bias should be measured by placing the word in a pre-defined

artificial context or template, like in CEAT [12] or SEAT [26]. Consequently, these issues make

the aforementioned visualization methods, such as the ones proposed in [7, 9], not suitable for

BERT embeddings as the ones we analyse in this work.

Thus, for BERT a typical approach to bias identification is not based on visualization. Instead,
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Figure 2: Architecture schema of WSV. After being processed by BERT, the 𝐺 and 𝑋 sets are subjected
to the features selection; the 𝑛 most relevant features related to the gender information are identified
by the LVSC model trained over the dataset 𝐺 of gendered words. In the second phase, the PCA model
is trained over 𝐺𝑛 and applied to 𝑋𝑛, obtaining the final resulting two-dimensional vector �̂� ⊆ R2.

it focuses on evaluating the behaviour of the so-called Masked Language Modeling (MLM) task

[11, 14]. For instance, in the sentence “[MASK] is a programmer”, the model could predict both

the pronouns he and she and form a correct sentence. However, if the model predicts he with a

significantly greater probability than the one associated with the prediction of she, the model

presents a gender bias for the word programmer. However, this approach based on language

modeling is generally less intuitive with respect to the word embedding visualization (like the

one we propose in this work), which can be understood by a glance also by people who are

not expert in NLP architectures. Nonetheless, as we show in Section 4, graphical and language

modeling methods can be complementary and the intuition provided by the former can be

confirmed, more quantitatively, by the latter.

3. Methodology for Weakly Supervised Visualization

Our objective is to visualize the distribution of BERT-encoded words, i.e. to reduce high

dimensional vectors to a 2D space, in order to highlight the gender spectrum. More specifically,

we use the base version of BERT for the English language
1

which has an embedding space of

length 768. We do this in two steps: we first select the 𝑛 most relevant features for gender,

and secondly we reduce them while preserving their variance. This procedure, called Weakly

Supervised Visualization (WSV) is showed in Figure 2.

We apply this method to the 1678 single-word job titles appearing in the JNeidel dataset
2
.

Given a word 𝑥 describing an occupation, we exploit BERT for calculating an embedding

representation �̄�. However, given that this representation depends also on the overall context of

the sentence into which 𝑥 appears, we use a basic template which will form the context of every

word in the dataset. This template is composed by three tokens: the special token [cls], which

1
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is used by BERT to calculate an entire representation of the sentence, 𝑥 and [sep], which marks

the end of the sequence. Although BERT will produce a vector for each token in this simple

sequence, we extract only the one representing 𝑥, which is composed by 768 real numbers.

In order to measure potential bias of the embedded representation of job titles, we need also

to encode gendered words, i.e. relationships, titles, pronouns and other expressions clearly

indicating the gender of the subject such as mother, brother, grandpa, girlfriend, he, him, she, her,
sir, madam, queen, king, etc. This list consists in 102 terms coming from the WinoBias dataset

[27], 51 for each considered gender. In order to obtain a vector representation of these words,

we apply the same technique used for the job titles. Once the gendered words (denoted as 𝐺)

and the occupation words (denoted as 𝑋) are encoded, we begin the dimensionality reduction.

The first phase exploits a Support Vector Classifier [19] with a linear kernel (LSVC). The

model is trained over the 𝐺 dataset labeled with a binary classification value representing the

word gender
3
. The LSVC model then learns a separator hyperplane in R768

: w�̄�− 𝑏 = 0. From

the vector w of weights, we extract the 𝑛 higher absolute values, deducing the most relevant

dimensions of the vector for the gender identification. After this procedure, the remaining

768− 𝑛 features are cut off from the vectors.

This features selection procedure is applied both to 𝐺 and to 𝑋 , obtaining respectively

𝑋𝑛 ⊆ R𝑛
and 𝐺𝑛 ⊆ R𝑛

, i.e. two compressed representations which would contain most of

the gender-related information. Please note that, in order to train the LSVC, we need only a

small list of about 100 gendered words which can be easily found online, as in the WinoBias

dataset or in lexical databases such as WordNet. No actual labelling process or data collecting is

required, therefore we claim that our approach is weakly supervised.

The second phase consists in the Principal Component Analysis (PCA) [20] of 𝐺𝑛. PCA

defines the optimal linear transformation 𝑇 : R𝑛 ↦→ R2
such that the maximum percentage of

variance in the starting samples is preserved. Thus, applying the same 𝑇 to 𝑋𝑛, we get �̂� ⊆ R2

summarising the gender bias in the evaluation set 𝑋 . Given that we chose the most important

dimensions of the vector related to the gender prediction, the variance preserved by the PCA in

𝑋𝑛 should capture whether there is a gender distortion in the job titles.

The WSV implementation requires to set a single hyperparameter 𝑛, namely, the vectors

dimension extracted in the first phase:

𝒫 : R768 LSVC↦−−−→ R𝑛 PCA↦−−→ R2

As we describe in Section 4, the best choice of 𝑛 are from middle values, while very low (such

as 𝑛 = 2) or high (𝑛 > 300) values do not obtain satisfying results.

In general, we can see our approach as a linear transformation from a high dimensional vector

space to a two-dimensional plane. This requires just a single training of a simple classifier. In

our case, we have trained a LSVC under the hypothesis (later confirmed by the results, as we

show in Section 4) that the gendered words are linearly separable. However, in our opinion

this is not necessary, and different kernels or other models (such as XGBoost or Feed-Forward

Neural networks) can be used alongside with a technique for extracting the most important

features (e.g. SHAP [28]) and then applying the PCA. In all these cases, after than the classifier

has learned which dimensions are mostly related to the gender, this information can be exploited

3

For now, we improperly simplify the social perception of gender by considering only the male and female classes.



[mask] works as a [job]. [mask] should be [job] soon.
[mask] worked as a [job]. [mask] has studied for years to become a [job].
[mask] was a [job]. One day [mask] will be a [job].
[mask] will soon be a [job]. From tomorrow, [mask]’s going to work as a [job]
[mask] has a job as [job]. [mask] is studying to be a [job].
[mask] is a [job]. [mask] has always wanted to become a [job].

Table 1
The templates used for the MLM task. BERT will measure the probabilities of the [mask] token being
“he” and “she”, while the [job] token will be replaced by the inspected occupation.

for any set of words. Moreover, this whole process could be easily generalized to different types

of bias, as long as we provide a labeled set of training samples. As future work, we will perform

a more in-depth study considering different classifiers, sets of words and types of bias.

4. Experimental Results

In this section we present the results achieved by the proposed model, comparing it to the bare

use of the Principal Component Analysis (PCA). Our Linear Support Vector Classifier has been

trained using the default hyperparameters in the implementation provided by the Scikit-learn
4

library [29] and with the hinge squared loss function.

Considering the 1678 jobs in the JNeidel dataset, first we calculated the gender distortion with

the standard Masked Language Modeling (MLM) technique: we chose 12 templates regarding the

career domain (Table 1) and we measure for each job the difference between the probabilities of

“[mask]” being “she” or “he”. With this procedure, we obtain a score between −1, that indicates

an only man profession, and +1, that indicates an only female profession. From now on, we

will refer to this score as the MLM score. The MLM score is incorporated in our visualization as

follows. In Figure 3, each point represents a different occupation, obtained by only applying

PCA (on top) and by our method (on the bottom) selecting 𝑛 = 50. The colour of each point

indicates the MLM score: jobs with a MLM score very close to −1 are represented as a blue

point, while those ones very close to +1 are represented as a magenta point.

As it can be seen in the first chart in Figure 3, the PCA results have no spatial relations with the

bias detected by the MLM score. In fact, the pink points are sparse across all the space, without

any noticeable logic. On the other hand, samples in the second chart are placed according to

the stereotypical gender with most of the pink and magenta points on the left region of the

space, highlighting the gender spectrum of prejudiced jobs. While for PCA reducing vectors

in 2D is not enough to intuitively show a bias, being only sufficient to show the distortion of

the most extreme samples, our approach visualizes a more evident trend. For instance, jobs

like nurse or hostess are strongly related to the female gender and occupies the left region of

the two-dimensional space, while typically masculine jobs like priest or infantryman are in the

opposite region.

4
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Figure 3: Comparison between the visualization of 1678 occupations with PCA (first two principal
component) and with our method, for 𝑛 = 50. The first component is displayed on the horizontal axis
while the second component on the vertical axis. The colour indicates the bias towards the male (blue)
or female (magenta) stereotype, detected with MLM; jobs perceived as neutral are lowered in opacity.
The five most biased samples for both male and female genders are labeled in the chart.

In order to provide a more quantitative indication of the ability of PCA and WSV (selecting

different values of 𝑛) to show the bias, we have calculated the Pearson Correlation Coefficient,

in absolute value, among the two components extracted by both methods and the MLM score.

We present the results in Table 2. Results in terms of correlation for PCA are very low (0.09
for the first component, 0.05 for the second one), demonstrating that this method is not able

to represent the gender bias in a two-dimensional space. However, simply extracting the two

most relevant features (𝑛 = 2) without applying the PCA algorithm does not provide satisfying

results. Instead, combining the selection of a relatively small number of features with the

PCA provide the best results. In fact, the correlation between the first component (plotted



Value of 𝑛 2 50 100 300 768
1st comp. 0.04 0.42 0.39 0.04 0.09
2nd comp. 0.08 0.10 0.13 0.12 0.05

Table 2
Absolute value of the Pearson Correlation Coefficient between the score provided by the MLM method
and the two components extracted by WSV, with different values of 𝑛. With 𝑛 = 2, we simply select
the first two features provided by the classifier, without applying PCA; for 𝑛 = 768 (last column) the
WSV method equals PCA.
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Figure 4: Plots of the WinoGender occupations [6] for 𝑛 = 50. The colour indicates the gender
employment rate from the WinoBias dataset [27]. The ten jobs with the highest gender disparity (five
for each) are labeled in the charts.

as the horizontal axis in Figure 3) and the MLM score with 𝑛 = 50 is 0.42, confirming the

intuition provided by the plot. In general, the choice of the hyperparameter 𝑛, namely the

number of elements extracted from the BERT embeddings is a fundamental vector for evaluating

the efficacy of WSV. In fact, a value too low could cut off important gender information, but

a value too high would make the selection useless and admit a lot of unrelated information.

Experimental tests (like the ones reported in Table 2) showed us that values between 20 and

100 are usually good options, however these results may depend also on the dataset considered.

In Figure 4, we performed the same experiment but considering the WinoGender dataset [6],

which is made by 60 occupations and their gender employment rate. In this case, the samples

are not coloured on the basis of the MLM score; instead, pink points indicate occupations into

which the female workers are the vast majority, while blue points represent jobs typically done

by men. For Figure 3, the difference between the left chart (visualization using only PCA) and

the right chart (WSV) suggests that our method is valid also in this case, showing more pink and

violet points on the left of the two-dimensional space, while using only PCA no clear pattern

can be identified.

Considering the WinoGender dataset, we have evaluated how PCA and WSV are correlated

with the real world statistics for gender employment rate. While the most correlated component

of standard PCA has a Pearson Coefficient of 0.24, our approach reaches 0.56. Given that, for



the same dataset, the MLM score has a correlation with the gender employment rate of 0.59, this

result is particularly important. In fact, we are able to produce a visual plot which has a very

similar correlation to the one obtained by the standard technique for bias identification [11].

5. Conclusion and Future Work

We presented a new weakly supervised graphical approach to identify the gender bias in a

BERT model. The results indicate that our method gives better representations of prejudiced

gender than the standard PCA approach, offering the possibility to easily grasp distortion.

When used on real world data, analysing the relation between the extracted bias and the gender

employment rate, it provides comparable results with respect to the commonly used Masked

Language Model method. An import characteristic of our work is that we propose an algorithm

which only needs a list of common gendered words for training, without any expensive data

collecting or labelling processes.

As future work, the first thing to do will be to apply WSV to other types of bias, such as

ethnicity or religion. This can be done by identifying a set of words related to the bias in

question to quickly train our proposed weakly supervised system. However, the number of

training words could vary depending on the kind of bias and on the difficulty of the identification

process. In adapting our approach to other fields and datasets, another fundamental aspect

which has to be considered is the tuning of the hyperparameter 𝑛, which could require several

trials. Another possible development will be to apply the technique to models which analyse

the Italian language. Since this language, like Spanish or French, has a rich morphology for

nouns and adjectives and often has terms directly specifying the gender (such as studente or

studentessa, which identify respectively a male and a female student), we may need to modify

our bias detection strategy. Finally, we will try to apply and to adapt our method to newer and

more complex NLP models, such as GPT.
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